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ABSTRACT
This paper presents a randomized planning algorithm for manipulation tasks that require the robot to release and regrasp an object in different robot postures. Such problems arise, for example, in robotic suturing and knot tying, and in assembly tasks where parts must be guided through complex environments. Formulating the problem as one of planning on a foliated manifold, we present a randomized planning algorithm that, unlike existing methods, involves sampling and tree propagation primarily in the task space manifold; such an approach significantly improves computational efficiency by reducing the number of projections to the constraint manifold, without incurring any significant increases in the number of release-regrasp sequences. We also propose a post-processing topological exploration algorithm and path refinement procedure for reducing the number of release-regrasp sequences in a solution path, independent of the algorithm used to generate the path. Experiments involving spatial open chains with up to 10 degrees of freedom, operating in complex obstacle-filled environments, show that our algorithm considerably outperforms existing algorithms in terms of computation time, path length, and the number of release-regrasp operations.

1. Introduction
In more traditional robot motion planning problems, one is given the robot’s initial and desired final configurations – described by two points in the robot’s configuration space manifold – and the objective is to find a curve lying on the feasible region of the configuration space that connects these two given endpoints. However, many robot tasks require the release and regrasp of objects in different arm postures. For example, in robotic suturing, a robot must first grasp a needle by its base and insert it through one side of tissue, release the needle, then regrasp it by its tip and pull it through the tissue. Similar requirements arise in shoe tying and various assembly tasks (see Figure 1). This paper addresses the problem of motion planning for such robotic tasks.

Tasks requiring the release and regrasp of objects are most naturally formulated as a planning problem on a \textit{foliated manifold}, whose structure we discuss in more detail below. The literature on planning problems of this type has thus far been limited. The simpler problem of planning on a curved configuration space – also referred to as a \textit{constraint manifold} since such spaces typically arise out of closed chain and other holonomic task constraints imposed on the robot – without releasing and regrasping of objects has received recent attention, e.g. randomized planning algorithms that exploit rapidly exploring random trees (RRT) have been proposed in [1–3]. In [3] the foliation structure is also introduced for the first time in a redundant manipulator trajectory tracking context.

For planning problems that require the release and regrasp of objects, Simeon et al. [4] propose a probabilistic roadmap-based (PRM) planner that searches simultaneously over the configuration space of feasible grasps (CG) and of valid object placements (CP); although it is not explicitly identified as such, this space also possesses a foliated structure. An essential step of their PRM-based planner is the construction of a manipulation graph in the union of the CG and CP spaces that captures the topological structure of the problem. Along an edge of
the CG (denoted a transfer path) the robot grasps and moves the object, while along an edge of the CP (denoted a transit path) the robot moves alone. Not only is obtaining this topological graph highly time consuming but the PRM algorithm inherits the usual properties associated with PRM-based methods, i.e. increased book-keeping and greater algorithmic complexity, but improved efficiency for tasks that are performed in the same environment (see, e.g. [5]). A dual-arm version of [4] is also presented in [6], that has the added feature of attempting to reduce the number of release-regrasp operations, primarily by attempting to connect paths of the same type within a predefined time. [7] presents another PRM-type dual-arm planner for tasks in which an object can reach the goal configuration only by being handed off from one arm to the other. The algorithm first determines the reachable configurations of the left and right arms, and also of their intersection, before constructing an appropriate graph and PRM-type path planner over the feasible search space.

RRT-type planners have also been proposed for planning problems involving the release-regrasp of objects. Two types of RRT planners are proposed in [8]: one evolving in the configuration space \( C \), and one in the task space \( T \). The \( C \)-planner constructs two types of trees in the joint configuration space: those that extend on the foliation, and those that extend in the ambient configuration space, with the latter type of tree intended to connect trees of the former type. In contrast, the \( T \)-planner constructs a tree on the object configuration space, and associates with every node of this tree a set of feasible inverse kinematics solutions that are randomly distributed on the foliation. In [8] it is reported that the \( T \)-planner outperforms the \( C \)-planner, largely because fewer projections to the joint space constraint manifold are required.

Planning problems involving release-regrasp sequences are mathematically much more complex, and the associated planning algorithms more sophisticated and computationally demanding than standard configuration space planning problems. An unstated but underlying premise in previous approaches is that release-regrasp sequences are costly and should be reduced as much possible. Existing algorithms have consequently gone to great lengths to minimize the number of release-regrasp sequences, e.g. by generating trees in both the robot and object configuration spaces, thereby considerably increasing computational costs associated with random sampling and projections to the constraint manifold.

This paper also addresses the problem of RRT-based manipulation planning for tasks that involve the release and regrasp of objects. We assume that an initial and final configurations for the manipulated object are given, together with a function that determines whether a given robot arm configuration results in a collision, and a distance function on both the robot and object configuration spaces. Otherwise we do not assume any more detailed geometric information about the underlying configuration space or obstacles. We first show that such problems are most naturally formulated as a planning problem on a foliated configuration space, or foliated manifold.

Our main contribution is a bi-directional RRT algorithm for generating feasible trajectories that is more computationally efficient than existing methods – in some cases by significant margins, as demonstrated in our experiments. A second contribution that is of independent interest from the first is a procedure based on topological exploration of the feasible configuration space that, given any feasible sequence of motions for achieving the task, reduces the number of release-regrasp sequences.

We achieve this improvement in computational efficiency by devising a method that samples and generates a tree only in the object configuration space, and relies on fast inverse kinematics solutions to propagate a feasible trajectory in the joint configuration space. By reducing the number of samples–and thus the number of projections to the joint space constraint manifold – the computational requirements of planning can be greatly reduced. The main potential drawback with this approach is that by not sampling and generating trees in the joint space constraint manifold (and subsequently searching over a limited space of feasible joint space motions), one risks the possibility of making unnecessary release-regrasp operations. However, by seeking release and regrasp postures of the robot that lie on disconnected regions of the corresponding foliation, the number of release-regrasp operations can be kept to levels similar to the best existing methods, but with a tremendous speed-up in computation times and better quality paths.

The topological exploration algorithm, which is of independent interest and can be used in conjunction with other foliation planners, allows the robot to infer information about the topological structure of the foliated manifold; this is done by randomly sampling and clustering points on the foliated manifold. A path refinement procedure then exploits this topological information and eliminates unnecessary release-regrasp operations. The topological exploration and path refinement procedures can be added as post-processing procedures to any foliation planning algorithm, and can reduce the number of release-regrasp operations with only small additional computational overhead.

The paper is organized as follows. We first show how our problem can be formulated as a planning problem on a foliated manifold (Section 2), then describe the details of our planner (Section 3) and also our topological
exploration and path refinement algorithms (Section 4). Numerical experiments comparing the performance of our algorithm with existing planners are also described (Section 5). A preliminary version of this work has been presented in [9]; the current work offers a significantly enhanced version of the main algorithm, and also includes the topological exploration and path refinement procedures, with more thorough experimental verification over a wider range of robots and environments.

2. Problem formulation and terminology

We begin with an illustrative example. Consider the planar three-link open chain of Figure 2, which must grasp and move an object along a vertical linear path from top to bottom. Assume the links are all of unit length, and label the joint variables by \((q_1, q_2, q_3)\) and the tip Cartesian coordinates by \((x_1, x_2)\). The forward kinematics is then given by

\[
\begin{align*}
    x_1 &= \cos q_1 + \cos (q_1 + q_2) + \cos (q_1 + q_2 + q_3) \\
    x_2 &= \sin q_1 + \sin (q_1 + q_2) + \sin (q_1 + q_2 + q_3).
\end{align*}
\]

Ignoring the orientation of the object—imagine the object to be a circular disk, for example—the configuration space for the robot with the tip placed at the initial object configuration is then obtained by solving the inverse kinematics; the resulting set of inverse kinematic solutions will form a closed path in the joint space \((q_1, q_2, q_3)\).\(^1\) If we repeat this procedure for every point along the vertical line, then the resulting robot configuration space will form a cylindrical surface of the type shown in Figure 2(b). If an obstacle is now placed as shown in Figure 2(c), then the shaded region in the joint configuration space will result in collisions. The final feasible configuration space for the linear path tracking task is shown in Figure 2(d).

The cylindrical surface of Figure 2(b) formed by the union of the closed curves is an example of a **foliated manifold**. Each closed curve corresponding to a point \(x\) on the linear path \(X\) is called a **leaf**, denoted \(L\), and the resulting cylindrical surface, denoted \(F\), is the constraint manifold associated with the linear path \(X\). \(L\) and \(F\) satisfy the following properties: (i) \(L_x \cap L_x' = \emptyset\) if \(x \neq x'\); (ii) \(\cup_x L_x = F\).

For the example of Figure 2, the solution path in \(F\) can be partitioned into segments. In the first Segment, the robot moves the object from the initial position to some intermediate point on the linear path. The robot then releases the object, and approaches the object from the other side of the obstacle; this portion corresponds to the second segment. In the third and final segment, the robot regrasps and moves the object to its final destination. We shall refer to the first and second segments of the path as a **connected path**, and the second segment corresponding to the release-regrasp sequence as a **jump path**.

Based on the above example, we now formally define our planning problem. Consider a robot with forward kinematics \(f : \mathcal{M} \rightarrow \mathcal{W}\), where \(\mathcal{M}\) denotes the joint configuration space and \(\mathcal{W}\) the object configuration space; in most cases \(\mathcal{W}\) can be regarded as the task space of the robot. Denote local coordinates for \(\mathcal{M}\) and \(\mathcal{W}\) by \(\mathbf{q}\) and \(\mathbf{x}\), respectively. Let \(\mathcal{S} \subseteq \mathcal{W}\) be the region of \(\mathcal{W}\) to which the object is constrained to lie in; henceforth, we call \(\mathcal{S}\) the **object constraint manifold**. \(\mathbf{x}_{\text{initial}}\) and \(\mathbf{x}_{\text{final}}\) are the initial and final object configurations on \(\mathcal{S}\) that are supplied by the user. Ignoring any obstacles in \(\mathcal{W}\), for each point \(\mathbf{x} \in \mathcal{S}\) the set of all inverse kinematics solutions \(f^{-1}(\mathbf{x})\) then forms a leaf, denoted \(\text{Leaf}(\mathbf{x})\). The union of all leaves then constitutes the foliation \(F\) in the joint configuration space \(\mathcal{M}\).

The presence of obstacles in \(\mathcal{W}\) now renders some regions of \(F\) infeasible. The objective is to find paths that alternate between connected paths \(Q_c \in \mathcal{F}\) and jump paths \(Q_j \in \mathcal{M}\) while avoiding collisions. Denoting the total path by the set \(Q\), we have

\[
Q = \left\{ Q_1^1, Q_1^2, \ldots, Q_N^1, Q_N^N, Q_c^{N+1} \right\},
\]

where the final point of each connected path segment must be the first point of the subsequent jump segment, and the final point of each jump segment must be the first point of the subsequent connected segment. Summarizing, the final path \(Q\) must satisfy the following requirements:

1. \(Q^n_1 \in \mathcal{F}\) \(\forall n\) and \(Q^m_j \in \mathcal{M}\) \(\forall m\)
2. \(f(Q^1_1(\text{initial point})) = \mathbf{x}_{\text{initial}}, f(Q^{N+1}_N(\text{final point})) = \mathbf{x}_{\text{final}}\)
3. \(f(Q^n_1) \in \mathcal{S} \forall n\)
4. \(Q_j^1 \) connects \(Q_c^j(\text{final point}) \) with \(Q^j_{c+1}(\text{initial point})\)
5. No collisions with obstacles

3. Planning algorithm

Figure 3 illustrates the basic idea behind our planner as described in Algorithm 1. In most sampling-based planning algorithms, a tree consisting of nodes and edges is constructed in the joint configuration space \(\mathcal{M}\). For our planner we construct a tree \(T_S\) in the object constraint manifold \(\mathcal{S}\). Each node \(\mathbf{x}\) in \(T_S\) has associated with it two containers, \(\text{CurrConfig}\) and \(\text{Path}\). \(\text{CurrConfig}\) holds a joint space configuration (called by the function \(\text{ExploreTree()}\)), while \(\text{Path}\) holds a path in \(\mathcal{M}\) connecting the \(\text{CurrConfig}\) values of \(\mathbf{x}\) and its parent node. Each node \(\mathbf{x}\) in \(T_S\) also has associated with it a leaf,
Figure 2. 3R planar open chain example. (a) Multiple inverse kinematics solutions. (b) Object path and corresponding foliation $F$. (c) With obstacle. (d) Feasible configuration space.

Figure 3. Graphical illustration of the planner.

denoted Leaf($x$), in the foliated joint space manifold $F$. All inverse kinematics solutions of $x$ lie in the Leaf($x$), as does Node($x$).CurrConfig.

The tree $T_S$ is initialized with a user-supplied initial node $x_{\text{initial}}$ and its inverse kinematics solution $q_{\text{initial}}$ (Lines 2 and 3 of Algorithm 1). For each iteration of the algorithm, the function ExploreTree() is called, which randomly samples a configuration in the object configuration space $W$ and finds its nearest node $x_n$ in $T_S$. The current joint space configuration $q_{\text{curr}} \in \text{Leaf}(x_n)$ is also identified. A path is then extended from $x_n$ toward the randomly sampled configuration in $W$ by an a priori specified stepsize, and projected to $S$; the projected node is denoted $x_p$.

The planner then determines an inverse kinematics solution for $x_p$, with $q_{\text{curr}}$ as its initial guess; the resulting inverse kinematics solution is denoted $q_{\text{next}}$. A path on $F$ connecting $q_{\text{curr}}$ and $q_{\text{next}}$ is then determined. If the path is collision-free, then the joint space path $Q$ is extended from $q_{\text{curr}}$ to $q_{\text{next}}$ (Lines 9 to 12 of Algorithm 1). If however a collision occurs, the object is released and a random search is made for a feasible regrasp configuration $q_{\text{arrival}}$ on the same leaf $\text{Leaf}(x_n)$. Once a suitable $q_{\text{arrival}}$ is found, a jump motion from the current release state $q_{\text{curr}}$ to the regrasp state $q_{\text{arrival}}$ is then performed (Lines 14 to 16 of Algorithm 1).

A key step in our planner, and one that turns out to be quite effective in reducing the number of overall release-regrasp operations as verified in our later experiments, is that in searching for $q_{\text{arrival}}$, we impose the condition that it lie on a disconnected region of the leaf from $q_{\text{curr}}$. To balance this condition with computational efficiency requirements, we accept the randomly sampled $q_{\text{arrival}}$ as a valid node only if the path between $q_{\text{curr}}$ and $q_{\text{arrival}}$ on $F$ results in a collision. The planning algorithm then replaces $q_{\text{curr}}$ by $q_{\text{arrival}}$ (Line 16). The current configuration and the subsequent path (which can be either a connected path or jump path) is saved in the container $T_S$.Node($x_p$).CurrConfig and $T_S$.Node($x_p$).Path, respectively. The above steps are repeated until the Tree $T_S$ reaches $x_{\text{final}}$, and the final path $Q$ is extracted. The
The function ExploreTree($T_S$) (see Algorithm 2) takes as input the tree $T_S$, and extends the tree as follows: (i) a node $x_i$ is first randomly sampled in $W$, and its nearest neighbor on the tree, denoted $x_{nn}$, is determined. (ii) From $x_{nn}$, the tree $T_S$ is then extended toward $x_i$ by a fixed stepsize and then projected back to $S$. ExploreTree() returns the nodes $x_n$, $x_p$, and the current configuration $q_{curr}$ in $\text{Leaf}(x_n)$. To enhance planner efficiency, when $x_i$ is randomly sampled in line 1 of Algorithm 2, $x_{final}$ is substituted in lieu of $x_i$ by probability $p_{final}$. The function Distance($x_1$, $x_2$) in line 4 returns the Euclidean distance between $x_1$ and $x_2$.

**Algorithm 1 Planning Algorithm**

1. Given: $x_{initial}$–$x_{final}$
2. Tree $T_S$.Init($x_{initial}$)
3. $T_S$.Node($x_{initial}$).CurrConfig ← InverseKinematics($q_{rand}$–$x_{initial}$)
4. repeat
5. $q_{curr}$, $x_n$, $x_p$ ← ExploreTree($T_S$)
6. $q_{next}$ ← InverseKinematics($q_{curr}$, $x_p$)
7. $q_{curr}$$=$$q_{next}$ ← FindPathIn($q_{curr}$, $q_{next}$)
8. if CollisionFree($q_{curr}$$=$$q_{next}$) then
9. $T_S$.AddNode($x_p$)
10. $T_S$.AddEdge($x_n$, $x_p$)
11. $T_S$.Node($x_p$).Path ← $q_{curr}$$=$$q_{next}$
12. $T_S$.Node($x_p$).CurrConfig ← $q_{next}$
13. else
14. $q_{curr}$$=$$q_{arrival}$ ← Jump($q_{curr}$, $x_n$, $x_p$)
15. $T_S$.Node($x_p$).Path ← $q_{curr}$$=$$q_{arrival}$
16. $T_S$.Node($x_p$).CurrConfig ← $q_{arrival}$
17. end if
18. until $x_{final}$ is added to $T_S$
19. $Q$ ← ExtractPath()
20. return final path $Q$

**Algorithm 2 ExploreTree($T_S$)**

1. $x_i$ ← RandomSample($W$)
2. $x_n$ ← NearestNeighbor($T_S$, $x_i$)
3. $x_p$ ← ConstrainedExtend($T_S$, $x_i$, stepsize)
4. if Distance($x_n$, $x_{final}$) < stepsize then
5. $x_p$ ← $x_{final}$
6. end if
7. $q_{curr}$ ← $T_S$.Node($x_n$).CurrConfig
8. return $q_{curr}$, $x_n$, $x_p$

**Algorithm 3 ConstrainedExtend($x_n$, $x_i$, stepsize)**

1. $x_p$ ← $x_n$ + min (stepsize, $||x_p - x_n||$) ($x_p$$=$$x_n$)
2. $x_p$ ← ProjectToS($x_p$)
3. return $x_p$

**Algorithm 3.3 FindPathOn($F$)**

The function FindPathOn($F$) takes as input two configurations $q_1$ and $q_2$ on the foliation $F$, and returns a path from $q_1$ to $q_2$ that lies on the $F$. First, it uniformly discretizes the line from $q_1$ to $q_2$ by a pre-defined unit interval length $d_{step}$. It projects all configurations to the foliation $F$, then returns the projected configurations as a path (see Algorithm 5).
Algorithm 5 FindPathOn\(\mathcal{F}(q_1, q_2)\)

1: \[\text{path}(q_1, q_2)[\]  
2: \[\text{path}(q_1, q_2).\text{Add}(q_1)\]  
3: \[i \leftarrow 1\]  
4: \[\text{repeat}\]  
5: \[q_{\text{imp}} \leftarrow q_1 + i \times (q_2 - q_1)/\|q_2 - q_1\| \times \text{dstep}\]  
6: \[\text{ProjectTo}_{\mathcal{F}}(q_{\text{imp}})\]  
7: \[\text{path}(q_1, q_2).\text{Add}(q_{\text{imp}})\]  
8: \[i++\]  
9: \[\text{until } i > \|q_2 - q_1\|/\text{dstep}\]  
10: \[\text{path}(q_1, q_2).\text{Add}(q_2)\]  
11: \[\text{return }\text{path}(q_1, q_2)\]

where \(f(q)\) is the forward kinematics of robot. The distance is calculated identically to the task constraint manifold projection procedure described above.

### 3.5. Inverse kinematics

The inverse kinematics function InverseKinematics \((q_{\text{init}}, x)\) takes as input a desired position \(x\) of the end-effector, together with an initial guess \(q_{\text{init}}\) for its solution. It then calculates an inverse kinematics solution \(q \in \mathcal{M}\) that satisfies \(f(q) = x\). If the robot is kinematically redundant, an infinite number of solutions may exist. In our implementation we use a standard pseudo-inverse-based least squares method, although in principle one can use any number of numerical inverse kinematics iterative algorithms, e.g. Chapter 11 of [11].

### 4. Path refinement

The solution trajectory calculated in Section 3 contains jump motions, i.e. when a robot releases and regrasps an object. Because of the stochastic nature of the algorithm, not all of the jump motions may be necessary. The purpose of path refinement is to reduce unnecessary jump motions, and is composed of two stages: (i) topological exploration, and (ii) eliminating unnecessary jump motions. In the topological exploration stage, the number of disconnected pieces of the foliation \(\mathcal{F}\) is estimated via a \(k\)-nearest neighbor clustering method graph search. Unnecessary jump motions are then eliminated based on information obtained about the topological structure of \(\mathcal{F}\).

#### 4.1. Topological exploration

In the topological exploration stage, the number of disconnected pieces in the foliation \(\mathcal{F}\) is estimated via sampling. Denoting by \(m\) the dimension of \(\mathcal{M}\), we first randomly sample \(n\) points in \(\mathcal{M}\), and then project these to \(\mathcal{F}\); the coordinates of these \(n\) projected points are then arranged as rows of the \(n \times m\) matrix \(X = \{x_{ij}\}\). In Figure 5(a), the sampled data \(X\) are shown for the illustrative example. We then use \(k\)-nearest neighbor clustering to construct an undirected graph with \(n\) nodes. Details of how to find the optimal number \(\hat{K}\) of disconnected components of \(\mathcal{F}\), and also how to partition \(X\) into \(\hat{K}\) clusters, are described in Algorithm 6.

The undirected graph \(UG\) is constructed in line 1 with \(n\) nodes and no edges; \(UG.\text{edge}\) is initialized as an \(n \times n\) matrix with all components zero. The function ForwardKinematics() in line 2 of Algorithm 6, which takes the data matrix \(X\) as input, calculates the task space Cartesian positions of all of the robot’s joints, and arranges them.
in the form of an \( n \times 3m \) matrix \( Y, k\text{-NN}(y_i, Y) \) in line 4 finds \( k \) nearest neighbors of \( y_i \) in the set \( Y \) with respect to the Euclidean distance metric, and returns their indices, i.e. \( y_i \) is the \( i \)th row of \( Y \). The edge between the \( i \)th node and the \( \text{idxs}(i) \)-th node is connected in lines 5–7. The constructed undirected graph is searched by a depth-first search method to find the connected components of UG; the number of connected components \( K \) is then obtained. As can be seen in Figure 5, the sampled data \( X \) in (a) are clustered into two clusters as shown in (b), marked by ‘x’ and ‘o’.

### 4.2. Reducing the number of jumps

Exploiting knowledge about the estimated number \( \hat{K} \) of disconnected pieces of the foliation \( \mathcal{F} \) and the clustered data \( X \) (or \( Y \)), we now attempt to reduce the number of unnecessary jumps from the solution path found in Section 3. The algorithm proceeds as follows:

1. Every configuration in \( X \) (or \( Y \)) is first assigned to its own index e.g. as shown in Figure 5.
2. For all departure and arrival configurations of jump paths from the solution path, calculate the forward kinematics and obtain the task space Cartesian coordinates for each of the joints, find the nearest set of values in the data-set \( Y \), and assign the same cluster index as that of its nearest configuration.
3. If the assigned cluster indices of the departure and arrival configurations of the jump paths are repeated, two departure and arrival configurations that have the same index can be connected on the foliation \( \mathcal{F} \).
4. Try to find any connected path on \( \mathcal{F} \) between the two configurations.
5. Eliminate jump paths and replace them with connected paths.

In the fourth step, connected paths on the foliation \( \mathcal{F} \) can be found in a number of ways. For our purposes we adopt the following sample-and-project method: (i) a random configuration in \( \mathcal{M} \) is sampled; (ii) the tree node that is nearest to the randomly sampled configuration is identified; (iii) the tree is extended from the nearest node to the randomly sampled configuration by an \textit{a priori}-specified stepsize; (iv) the extended node is projected back to the foliation \( \mathcal{F} \). An example in Section 5.4 outlines the details of this procedure.

### 5. Experiments

In this section, we perform numerical experiments to evaluate the performance of our proposed algorithm. All simulations are performed using MATLAB running on an Intel Core2 Quad processor Q9450, @ 2.66GHz, and 5.0GB RAM on Windows 8. Using computation times, the number of projections, the number of jump motions, and the path length in the configuration space as performance criteria, we compare our algorithm with the \( T \)-based MMP-UE method described in [8] and also to Simeon et al.’s approach.\[4\] The path length \( l \) is calculated from the connected paths \( \{Q_1^c, \ldots, Q_{N+1}^c \} \) as described by Equation (6):

\[ l = \sum_{i} \sum_{j} \sum_{k} |Q_i^c(j+1,k) - Q_i^c(j,k)| \]  

where \( N \) is the number of jump paths, \( n_i \) is the number of configurations in the connected path \( Q_i^c \), \( m \) is the dimension of the joint configuration space, and \( Q_i^c(j,k) \) is the \( j \)th configuration and \( k \)th joint value of \( Q_i^c \). All the reported mean and standard deviation values reported in Tables 1–5 are obtained by averaging over 10 trials. For all simulations, the parameter \( p_{\text{final}} \) is set to 0.15, \( d_{\text{step}} \) (Algorithm 5) is set to 0.01, and the stepsizes in \( T_S \) (Algorithm 2), FindPathIn\( \mathcal{M} \)() (Algorithm 4), and connected path finding algorithm (Section 4.2) are all set to 0.1.

#### 5.1. Three-DOF planar open chain

##### 5.1.1. One circular obstacle

In this example, we consider a three-DOF planar open chain whose links are all of unit length and whose base is placed at the origin of the \( x-y \) plane. A circular obstacle of radius 0.8 is placed in the workspace with center at coordinates \((1.0, 0.0)\) as shown in Figure 6. The robot end-effector must transport a point mass object along a vertical linear path beginning at coordinates \((2.0, 2.0)\) and ending at \((2.0, -2.0)\).

The \( T \)-planner parameter \( n_c \) shown in Table 1 represents the number of sampled configurations in a single leaf. For our experiments we vary its value from 10 to 50. From the results shown in Table 1, it can be seen that our proposed planner outperforms other planners, especially with respect to execution time. The clear reason is the smaller number of projections compared to...
Figure 5. Topological exploration. (a) Sampled data, \( X = \{x_i\} \), \( n = 10,000 \). (b) Clustered data, \( \hat{K} = 2 \).

Figure 6. Simulation results of 3 DOF planar manipulator with 1 obstacle.

For the T-planner, as \( n_c \) is increased the path length decreases while the execution time increases. Figure 6 graphically displays the motion of the manipulator: (a) and (f) are the initial and final positions, respectively, while (c) and (d) are the release and re-grasp configurations for the object, respectively. Figure 5 shows the sampled and clustered data for this case.

5.1.2. Two circular obstacles

In this example, we consider the same three-link planar open chain and linear path, but with two circular obstacles: both are of radius 0.3 and centered at coordinates \((1.25, 1.0)\) and \((1.25, -1.0)\), respectively. The mean and standard deviation values for this experiment (averaged over 10 trials as before) are shown in Table 2. Compared to other methods, our planner finds a solution path in considerably less time – other methods take anywhere from 10 to 50 times longer than our method, which takes an average of 2.78 s to find a path. The final
path length is shorter – other methods produce paths that are anywhere from 2 to 5 times longer than our method, which produces an average path length of 5.88. The average number of jumps, however, is slightly higher for our method (2.8) than that of other methods (2–2.7).

Results obtained using the T-planner are similar to those obtained for the previous example, taken over a range of values for the parameter $n_c$. Using Simeon et al’s probabilistic roadmap-based approach,[4] we find that the computation times are considerably longer, primarily because of the large number of projections needed to construct a topological graph. Figure 7(a) and (b), respectively, show the initial and final positions for a typical sample trajectory. The sampled data and clustered results are shown in Figure 8.

5.1.3. Effect of obstacles
In this example, we consider the same three-link planar open chain and linear path in task space, but in order to assess the effect of obstacles on algorithm performance, we vary the number of obstacles from one to five. The obstacle positions are shown in Figure 9: a circular obstacle is centered at (1.25, 0.0), and the other circular obstacles are centered at equally spaced intervals between (1.25, 1.0) and (1.25, -1.0); all circular obstacles are of radius 0.13. From Table 3 it can be seen that planning times increase with the number of obstacles; this can be attributed to the increase in the number of projections. The computation times and number of projections are similar for the three and five obstacle cases, most likely because the volumes occupied by the obstacles in the joint
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**Figure 8.** Topological exploration for the example in Section 5.1.2. (a) Sampled data, $X = \{ x_j \}$, $n = 10,000$. (b) Clustered data, $K = 3$.

**Figure 9.** Initial postures for variable number of obstacles. (a) One obstacle. (b) Two obstacles. (c) Three obstacles. (d) Five obstacles.

**Table 1.** Results for 3-DOF planar open chain with one obstacle.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time (sec)</th>
<th># Projections</th>
<th># Jumps</th>
<th>Path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our algorithm</td>
<td>1.10 ± 0.36</td>
<td>701.00 ± 146.08</td>
<td>1.00 ± 0.00</td>
<td>6.58 ± 1.93</td>
</tr>
<tr>
<td>T-planner[8]</td>
<td>$n_c=10$</td>
<td>42.67 ± 4.96</td>
<td>8010.30 ± 990.00</td>
<td>1.00 ± 0.00</td>
</tr>
<tr>
<td>T-planner[8]</td>
<td>$n_c=20$</td>
<td>79.27 ± 6.54</td>
<td>13920.80 ± 1027.18</td>
<td>1.00 ± 0.00</td>
</tr>
<tr>
<td>T-planner[8]</td>
<td>$n_c=50$</td>
<td>191.43 ± 18.65</td>
<td>32157.30 ± 2933.54</td>
<td>1.00 ± 0.00</td>
</tr>
<tr>
<td>Simeon et al.[4]</td>
<td>80.13 ± 156.47</td>
<td>13252.00 ± 27800.71</td>
<td>1.00 ± 0.00</td>
<td>9.54 ± 2.37</td>
</tr>
</tbody>
</table>
configuration space are nearly the same. The number of jumps also increases with the number of obstacles, most likely because the number of disconnected pieces of the foliation $\mathcal{F}$ increases. For this particular case study, however, the size of the obstacles does not seem to have as much influence as the number of obstacles.

### 5.2. KUKA robot

In this example, we consider the seven-DOF KUKA robot shown in Figure 10. The task objective is to move the disk-shaped object from the initial configuration $(-0.4, -0.4, 0.735)$ to the final configuration $(0.4, 0.4, 0.735)$, in such a way that the object must always remain in contact with the planar surface defined by $z = 0.735$. A box-like obstacle is placed in the center of its workspace. The obstacle is placed such that two of its diagonally opposite vertices are located at $(-0.04, -0.5, 0.534)$ and $(0.04, 0.5, 0.574)$. The kinematic structure of the arm and the nature of the task makes it impossible for the robot to guide the object from the initial to final configuration in a single continuous motion; at some arm configuration, the robot must release the object, then regrasp the object at a different arm configuration.

The results of our experiments are shown in Table 4. Compared to the $\mathcal{T}$-planner, our planner finds better quality solutions – measured with respect to the number of jumps and path length – more quickly. The $\mathcal{T}$-planner produces paths whose number of jumps decreases as $n_c$ increases, since a large number of samples in a single leaf leads to a higher probability of finding connected paths. However, computation times increase because of the larger number of projections with growing $n_c$. Simeon et al.’s approach produces paths with fewer jumps than our approach, but average execution times and path lengths are considerably longer, primarily because of the inherently larger computational overhead of roadmap-based methods. Figure 11 shows a typical trajectory for the robot: here (a) and (d) are the initial and final postures, respectively, while (b) and (c) are, respectively, the release and regrasp configurations of the object.

### 5.3. Jungle gym experiments

We now perform a set of experiments involving a redundant open chain pushing an object through a uniform three-dimensional spatial grid, or a traditional jungle gym. In the first experiment, we consider an 8-DOF open chain consisting of four unit-length links serially connected by universal joints, pushing an object along a linear path through the center of a $1 \times 1 \times 1$ grid as shown in Figure 12. In the second experiment, we consider a 10-DOF open chain consisting of five unit-length links serially connected by universal joints, pushing an object along a linear path through the center of the bottom layer of a $3 \times 3 \times 3$ grid as shown in (see Figure 13).

The initial and final arm postures for the two experiments are, respectively, shown in (a) and (b) of Figures 12 and 13. Results of our numerical experiments are given in Table 5. For the $1 \times 1 \times 1$ grid, our algorithm finds a considerably shorter path (of average length 6.06) in less than 90 s on average, involving an average of 3.6 jumps and 1294.4 projections. By way of contrast, the $\mathcal{T}$-planner with $n_c$ set to 10 takes an average of 4082 s to produce a path of length 424.48, involving an average of 21.7 jump motions and 54952.4 projections. The results with $n_c$ set to 20 are similar.

The gap in performance is even greater for the $3 \times 3 \times 3$ grid: our algorithm takes an average of 151.68 s to produce paths of average length 5.22, with 17.1 jumps.
Table 3. Results for effect of obstacles experiment.

<table>
<thead>
<tr>
<th># Obstacles</th>
<th>Time (sec)</th>
<th># Projections</th>
<th># Jumps</th>
<th>Path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our algorithm</td>
<td>1</td>
<td>0.59 ± 0.07</td>
<td>529.60 ± 40.46</td>
<td>1.00 ± 0.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.84 ± 1.49</td>
<td>950.80 ± 188.49</td>
<td>2.40 ± 0.66</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4.02 ± 2.06</td>
<td>1193.00 ± 292.05</td>
<td>3.80 ± 0.87</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.10 ± 0.45</td>
<td>1270.80 ± 139.76</td>
<td>7.70 ± 1.55</td>
</tr>
</tbody>
</table>

Table 4. Experimental results for KUKA robot.

<table>
<thead>
<tr>
<th>Time (sec)</th>
<th># Projections</th>
<th># Jumps</th>
<th>Path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our algorithm</td>
<td>n_c=10</td>
<td>27.92 ± 10.06</td>
<td>1775.50 ± 441.57</td>
</tr>
<tr>
<td>T-planner [8]</td>
<td>n_c=20</td>
<td>1060.89 ± 287.87</td>
<td>22908.20 ± 5946.45</td>
</tr>
<tr>
<td></td>
<td>n_c=50</td>
<td>1946.79 ± 249.69</td>
<td>23869.10 ± 3207.17</td>
</tr>
<tr>
<td>Simeon et al. [4]</td>
<td></td>
<td>2386.43 ± 2311.98</td>
<td>204467.40 ± 191418.80</td>
</tr>
</tbody>
</table>

Table 5. Results for jungle gym experiments.

<table>
<thead>
<tr>
<th>Time (sec)</th>
<th># Projections</th>
<th># Jumps</th>
<th>Path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 × 1 × 1 grid Our algorithm</td>
<td>n_c=10</td>
<td>89.64 ± 48.6</td>
<td>1294.40 ± 381.90</td>
</tr>
<tr>
<td>T-planner [8]</td>
<td>n_c=20</td>
<td>4092.41 ± 844.84</td>
<td>54952.40 ± 8030.55</td>
</tr>
<tr>
<td>3 × 3 × 3 grid Our algorithm</td>
<td></td>
<td>3046.81 ± 720.58</td>
<td>46324.90 ± 10855.85</td>
</tr>
</tbody>
</table>

Figure 11. Simulation results for KUKA robot.

(a) (b) (c) (d)

Figure 12. Simulation results for 1 × 1 × 1 grid.

Figure 12. Simulation results for 1 × 1 × 1 grid.

on average and involving 1351.8 projections. In contrast, both the T-planner and the method of Simeon et al are unable to find a solution trajectory even after running for several hours.
5.4. Path refinement experiments

We now perform a set of experiments to assess the effectiveness of our path refinement algorithm in reducing the overall number of jump motions (or equivalently, the number of release-regrasp sequences). To intuitively explain the algorithm, we consider the previous example of the 3-DOF planar open chain moving in the presence of two circular obstacles and assume that estimated number $\hat{K} = 3$ of disconnected pieces of the foliation $\mathcal{F}$ and the clustered data $X$ are given as seen in Figure 8(b). In the numerical experiments, three jump motions are produced, and assigned cluster indices for six configurations – three departure configurations and three arrival configurations – are obtained as listed in Table 6. Jump motion 2 is unnecessary because it occurs within the connected piece of the foliation (the middle piece in Figure 8(b)). For this example, our path refinement procedure removes jump motion 2 by connecting the departure and the arrival configurations for jump motion 2. In our subsequent examples involving topological exploration of $\mathcal{F}$, the number of samples $n$ is set to 10,000 while in the $k$-nearest neighbor clustering algorithm we set $k$ to 10.

Results of the path refinement procedure applied to our solution paths are shown in Table 7. The sampling time is the time required to sample 10,000 configurations on the disconnected foliation, while the exploration time is the time required to estimate the number of pieces of the disconnected foliation. The connection time is the time needed to assign cluster indices for departure and arrival configurations, to determine which configurations should be connected, and to find connected paths to replace jump paths for 10 solution paths for each experiment. $\hat{K}$ is the estimated number of pieces of the disconnected foliation. The (original/reduced) number of jumps is the averaged value of the number of jump motions over 10 trials in the solution path (before/after) applying the path refinement algorithm. For the 3-DOF planar chain with one obstacle, our solution paths do not contain any unnecessary jump motions that can be eliminated. For the 3-DOF planar chain with two obstacles example, the path refinement procedure successfully

---

Table 6. Path refinement example.

<table>
<thead>
<tr>
<th>Jump motion</th>
<th>Departure</th>
<th>Arrival</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 7. Results for path refinement.

<table>
<thead>
<tr>
<th></th>
<th>3-DOF 1 obstacle</th>
<th>3-DOF 2 obstacles</th>
<th>KUKA robot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling time (sec)</td>
<td>419.50</td>
<td>158.03</td>
<td>1144.94</td>
</tr>
<tr>
<td>Exploration time (sec)</td>
<td>21.83</td>
<td>22.31</td>
<td>47.18</td>
</tr>
<tr>
<td>Connection time (sec)</td>
<td>–</td>
<td>30.15</td>
<td>1653.55</td>
</tr>
<tr>
<td>Total time (sec)</td>
<td>436.29</td>
<td>232.04</td>
<td>533.03</td>
</tr>
<tr>
<td>Estimated $\hat{K}$</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Original number of jumps</td>
<td>1.00</td>
<td>2.80</td>
<td>3.40</td>
</tr>
<tr>
<td>Reduced number of jumps</td>
<td>1.00</td>
<td>2.00</td>
<td>2.20</td>
</tr>
</tbody>
</table>
removes all unnecessary jump motions, and retains only the minimal required number of jumps. For the KUKA robot example, the estimated number $\hat{K}$ for the disconnected manifold is two, since we use the distance metric in the $k$-nearest neighbor algorithm by considering the task space Cartesian positions of the joints. The constraint manifold, however, can be disconnected into more than two pieces as a result of obstacles, various kinematic constraints, and joint limits. In this example, therefore, our path refinement algorithm reduces the number of jumps from 3.4 to 2.2, but is unable to attain its minimal value of one. For the jungle gym experiments, our path refinement procedure is unable to determine the optimal $\hat{K}$, most likely because of the high dimensionality of the data.

6. Conclusion

This paper has presented a new randomized path planning algorithm for tasks requiring the release and regrasp of objects. Such problems are formulated as a planning problem on a foliated manifold, with the foliated manifold partitioned into different topological components if obstacles are present in the workspace. A distinctive feature of our algorithm vis-à-vis existing algorithms is the significant improvement in computational efficiency, achieved primarily as a result of the reduced number of projection to the foliated manifold $\mathcal{F}$. Although probabilistic completeness of our algorithm cannot be guaranteed at present, because our planning algorithm samples in both the task and configuration spaces, in all of our experimental case studies, our algorithm successfully finds a feasible solution path when one exists.

A second contribution of our planner is a post-processing path refinement stage, in which the topological structure of $\mathcal{F}$ is learned via a sampling-based $k$-nearest neighbor clustering method, followed by a graph search to reduce the number of release-regrasp motions. Extensive numerical experiments with our planner demonstrate that our planner finds solution paths more quickly than existing methods, and that the resulting paths are typically of shorter length and contain fewer jumps. The performance advantages of our planner appear to be even greater for more complex environments. Our path refinement stage can be applied to any generic path planning algorithm for tasks that require the release and regrasp of objects. One way to improve performance is to develop a distance metric for the $k$-nearest neighbor method that considers not only the task space, but also the joint configuration space, to more accurately estimate the number of pieces of the disconnected manifold.

Note

1. Depending on the endpoint location, there may be up to two closed path solutions.
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