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SUMMARY
The Tangent Bundle Rapidly Exploring Random Tree (TB-RRT) is an algorithm for planning robot motions on curved configuration space manifolds, in which the key idea is to construct random trees not on the manifold itself, but on tangent bundle approximations to the manifold. Curvature-based methods are developed for constructing tangent bundle approximations, and procedures for random node generation and bidirectional tree extension are developed that significantly reduce the number of projections to the manifold. Extensive numerical experiments for a wide range of planning problems demonstrate the computational advantages of the TB-RRT algorithm over existing constrained path planning algorithms.
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1. Introduction
The rapidly exploring random tree (RRT)
\cite{8, 9} has become an essential component of many randomized motion planning algorithms, and several recent efforts have been directed toward developing RRT-based manipulation planning algorithms for kinematically constrained motions.\cite{1, 3, 13, 16} Examples of manipulation tasks involving kinematic constraints are replete in everyday life—using two arms to grasp, lift, and slide a heavy box onto and across a table, for example—and the ability to plan such motions is essential in order for robots to successfully operate in unstructured environments.

What makes the extension of the classical RRT algorithm to constrained motions nontrivial is that the configuration space is no longer a flat space, but typically a curved space. For example, two six degree-of-freedom open chains grasping a common object would have as configuration space a six-dimensional surface embedded in \( \mathbb{R}^{12} \). Placing obstacles throughout its workspace would restrict the collision-free portion of the configuration space even further.

Our focus in this paper will be on motion planning problems subject to kinematic equality constraints of the holonomic type, e.g., loop closure equality constraints that characterize closed chain mechanisms, or pose constraints on a manipulator’s end-effector. In the presence of such constraints, portions of the configuration space that can be represented by a single multi-dimensional surface will be referred to as a constraint manifold. The overall configuration space can consist of a single constraint manifold, as in the example of the two cooperating arms, or may consist of several constraint manifolds of different dimension that may or may not be connected. Examples of planning algorithms for such systems include, e.g.,\cite{4, 12, 14}

One of the key steps in the basic RRT algorithm involves the generation of a random sample on the configuration space. Random sampling on vector spaces is straightforward. For our problem, however, the configuration space is no longer a vector space, but a curved manifold embedded in a vector space. Even if the global structure of the curved configuration space were known \textit{a priori}—which it usually is not—generating a random sample in such circumstances would be
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time-consuming and computationally intensive. Sampling in a geometrically correct way would require the construction of the associated probability distribution on the curved space in a coordinate-invariant way, among other things.

Methods for constrained motion planning that plan a path directly in some space of reduced dimension (e.g., on a task space constraint manifold), and then attempt to follow this path in the full configuration space (Koga et al., Yamane et al.) potentially suffer from feasibility problems—the lower-dimensional path may not be trackable because of joint limits or collisions. Projection methods in configuration space on the other hand seem to have been more successful. For example, Sentis and Khatib use recursive null-space projections to project a robot’s configuration away from obstacles while achieving some desired task (although Berenson et al. point out that the lack of prior knowledge of the configuration space precludes the use of such task space control techniques as a complete solution).

In the context of RRT methods for motion planning, the basic idea behind projection methods is to randomly sample a point in the ambient Euclidean space, and then to project this point to the configuration space manifold in some appropriate fashion. Yakey et al. propose a Randomized Gradient Descent (RGD) algorithm for holonomic closed chains; it should be noted that these configuration spaces typically consist of a single constraint manifold of fixed dimension. Stilman has observed that the RGD method requires considerable parameter tuning and may sometimes fail to satisfy the given constraints, and that in general it is less efficient than, e.g., Jacobian pseudo-inverse projection methods.

One of the more successful general constrained motion planners based on RRTs has been the Constrained Bi-directional Rapidly-Exploring Random Tree (CBiRRT) planner of Berenson et al. This method can also be classified as a projection method, and handles a wide range of constraints ranging from loop closure conditions to pose constraints and static torque limits. The CBiRRT algorithm first randomly samples a point \( q_{\text{target}} \) in the ambient Euclidean space. The algorithm then iteratively moves toward \( q_{\text{target}} \), with each step toward \( q_{\text{target}} \) projected as necessary to the closest constraint manifold. The algorithm has been successfully demonstrated on a wide range of problems, including the dumbbell sliding example described earlier.

Obviously the number of projections, as well as the computational efficiency of the projection operation, are important factors in projection-based planning methods like the CBiRRT algorithm, and reducing the number of projection steps is quite often (though not always) helpful. Less obvious, but possibly even more critical, is the need to consider the shape of the constraint manifold before generating random samples. Figure 1 provides a good illustration of how algorithm performance can be severely diminished if one does not explicitly consider the shape of the constraint manifold when generating random samples. Moreover, irrespective of the particular choice of projection method, the large number of projections of the random configuration to the constraint manifold can significantly impact the performance of the algorithm, both in terms of computational efficiency and the Voronoi bias property of RRT algorithms (essentially, the tendency of RRT algorithms to seek out unexplored regions, see Lindermann and LaValle).

---

**Fig. 1.** Example of a target node whose projection contributes very little to extending the tree in the constraint manifold.
In this paper we propose a new planning algorithm for constrained motions, the Tangent Bundle RRT (TB-RRT) algorithm. By approximating the constraint manifold as a collection of tangent spaces—which are vector spaces, so that standard RRT algorithms can be straightforwardly applied to each tangent space—the RRT algorithm can be generalized to constraint manifolds in a way that preserves the defining features of the RRT-based planning (computational efficiency, Voronoi bias property), while offering significant improvements in computational efficiency over existing constrained planning algorithms. More specifically, whereas the CBiRRT algorithm samples nodes in the ambient Euclidean space, and immediately projects this node to the constraint manifold, the key idea in the TB-RRT algorithm is to first sample and construct an RRT in the tangent bundle, i.e., the collection of all tangent spaces to the constraint manifold.

The idea of sampling in the tangent space has also been examined in ref. [16], but there the random node is projected immediately back to the constraint manifold. In our approach, only when the RRT constructed in a particular tangent space reaches a boundary—each of the tangent spaces are bounded—or deviates from the constraint manifold by a certain prescribed threshold, does the algorithm project back to the constraint manifold, at which point the procedure is repeated, i.e., creating another bounded tangent space, constructing an RRT, and reprojecting. The efficiency of our algorithm is further improved by the following features:

- Local curvature information is used to \textit{a priori} “size” each tangent space, by using larger tangent spaces in regions of lower curvature;
- Heuristics are developed for choosing the initial RRT construction direction so as to maintain the Voronoi bias property toward unexplored regions;
- Like,\cite{1} our algorithm is also bidirectional in that it generates trees from both the start and goal nodes;
- A “lazy projection” procedure similar to the lazy collision checking procedure of Sanchez and Latombe\cite{10} is developed to improve the efficiency of the projection step.

Because of the increased preprocessing and bookkeeping, it is a valid question whether the TB-RRT algorithm will perform better than, e.g., the CBi-RRT algorithm, whose computational procedure is much simpler but generally requires a greater number of iterations to generate a feasible path. Our case studies confirm that even with the additional preprocessing and bookkeeping, the TB-RRT algorithm outperforms existing constrained motion planners for a large class of benchmark problems; results of our empirical studies suggest that the performance improvements offered by the TB-RRT algorithm are greater for more complex planning problems.

The TB-RRT algorithm is an outgrowth of earlier preliminary work by the authors first presented in refs. [15, 21, 22]. Whereas the idea of constructing random trees on the tangent bundle is first presented in these papers, the current paper goes further in a number of substantive ways: we derive explicit curvature formulas that are used to bound each tangent space according to the local curvature of the constraint manifold; we develop a more systematic set of rules for, e.g., generating new nodes and lazy projection; we perform a more extensive set of numerical experiments for more complex planning environments, comparing our results with several alternative constrained planning algorithms.

One of the alternative constrained planning algorithms that we compare is the higher-dimensional continuation method of ref. [23, 24]; these methods adopt the tangent bundle framework first presented in ref. [15], but make use of numerical continuation methods\cite{5} for constructing local coordinate charts. In ref. [24] the sampling domain on the tangent space is initially set to be a ball of some pre-specified radius $R$; linear inequality constraints are then applied to this ball domain for each neighboring tangent space that intersects. The resulting AtlasRRT algorithm constructs coordinate charts in a minimally overlapping way, but involves, among other things, repeated computation of intersections of volumes (usually open balls) and other computationally intensive tasks. A performance comparison between the AtlasRRT algorithm and our curvature-based TB-RRT algorithm shows that our approach uniformly outperforms AtlasRRT, in some cases by orders of magnitude.

The paper is organized as follows. In Section 2 we review the geometry of the tangent bundle, and provide formulas for orthogonal projections to the tangent and normal subspaces. We also explicitly derive, in local coordinates, formulas for the principal curvatures and principal directions of the constraint manifold; these formulas should be of independent interest for other applications besides planning. Section 3 describes the complete version of the TB-RRT algorithm. Section 4 describes
a simpler variation of the TB-RRT algorithm\(^1\), in which random nodes generated in the ambient configuration space are projected to the nearest tangent space. Experimental results are presented in Section 5. Conclusions and further extensions of our algorithm are presented in Section 6.

2. Geometry of the Tangent Bundle

This section describes the tangent bundle structure of the constraint manifold. After defining the constraint manifold and its associated tangent bundle, formulas are given for orthogonal projection into the tangent and normal subspaces of the constraint manifold. We also derive, in local coordinates, explicit formulas for the principal curvatures and principal directions of the constraint manifold (in the literature, the treatment of curvature of Riemannian manifolds is with few exceptions done in a coordinate-free manner; in this regard our formulas should also be of independent interest).

The motion planning problem addressed in this paper can be characterized mathematically as follows. Let \(\mathcal{M}\) denote the configuration space, or C-space, of the robot system, and \(u \in \mathbb{R}^m\) denote a set of local coordinates for \(\mathcal{M}\). \(\mathcal{M}\) is assumed to have the structure of a differentiable manifold (usually with boundary—to simplify the exposition we shall not concern ourselves with the technical details of manifolds with boundaries, since for the most part generalization to boundaries should be intuitively clear). In many cases, particularly robots that form closed loops, \(\mathcal{M}\) itself can be characterized as a submanifold of a higher-dimensional space \(\mathcal{X}\) of dimension \(n > m\), with local coordinates \(q \in \mathbb{R}^n\).

Denoting coordinates for \(\mathcal{X}\) by \(q\), for the purposes of this paper the configuration space of a robot system is assumed to be implicitly characterized by algebraic equality constraints of the form \(f(q) = 0\). The set of all feasible configurations \(q\) then forms a submanifold of \(\mathcal{X}\), which we refer to as the constraint manifold \(\mathcal{M}\). To better describe our algorithm, we shall not explicitly consider inequality constraints of the form \(h(q) \geq 0\) here; such collision avoidance-type constraints can be incorporated into our planning framework with only modest effort, but the resulting algorithm structure and description becomes considerably more involved.

2.1. Manifolds, tangent bundles, and projections

For our purposes it is sufficient to consider manifolds \(\mathcal{M}\) of dimension \(m\) that are embedded in \(\mathbb{R}^n\), with \(m \leq n\); \(\mathcal{M}\) can then be visualized as an \(m\)-dimensional surface in \(\mathbb{R}^n\). Denote by \(u \in \mathbb{R}^m\) and \(x \in \mathbb{R}^n\) local coordinates for \(\mathcal{M}\) and \(\mathbb{R}^n\), respectively. Any point \(x\) lying on \(\mathcal{M}\) is then locally parametrized by \(u\), i.e., \(x = x(u)\). \(x\) is a regular point of \(\mathcal{M}\) if the matrix

\[
\frac{\partial x}{\partial u}(u) = \begin{bmatrix}
\frac{\partial x_1}{\partial u_1} & \cdots & \frac{\partial x_1}{\partial u_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial x_m}{\partial u_1} & \cdots & \frac{\partial x_m}{\partial u_m}
\end{bmatrix} \in \mathbb{R}^{n \times m}
\]

is of full rank \(m\); otherwise \(x\) is a singular point of \(\mathcal{M}\). If \(u(t) \in \mathbb{R}^m\) is a differentiable curve, then \(x(t) = x(u(t))\) is a differentiable curve on \(\mathcal{M}\); differentiating with respect to \(t\) leads to \(\dot{x} = (\partial x/\partial u)\dot{u}\).

At a regular point \(x = x(u)\), \(\partial x/\partial u\) is by definition full rank, implying that its \(m\) columns are linearly independent; the \(m\)-dimensional subspace of \(\mathbb{R}^n\) spanned by these \(m\) linearly independent columns then defines the tangent space to \(\mathcal{M}\) at \(x\), denoted \(T_x\mathcal{M}\). The subspace of \(\mathbb{R}^n\) that is normal to \(T_x\mathcal{M}\) is called the normal subspace, and denoted \(T_x\mathcal{M}^\perp\). The collection of all points \(x \in \mathcal{M}\), together with the tangent spaces \(T_x\mathcal{M}\), is then called the tangent bundle of \(\mathcal{M}\), and denoted \(T\mathcal{M}\).

\(T_x\mathcal{M}\) is a vector space of dimension \(m\), and the Euclidean inner product on \(\mathbb{R}^n\) can be used to define an inner product on \(T_x\mathcal{M}\) as follows. Measuring incremental arclength on \(\mathbb{R}^n\) as \(ds^2 = dx_1^2 + \ldots + dx_m^2\), it follows that

\[
ds^2 = \sum_{i=1}^{m} \sum_{j=1}^{m} g_{ij}(u) du_i du_j,
\]

\(^1\) A preliminary version of this simpler variation of TB-RRT was reported in ref. [22]
where \( g_{ij}(u) \) is the \((i, j)\) entry of the \(m \times m\) matrix

\[
G(u) = \left( \frac{\partial x}{\partial u} \right)^T \left( \frac{\partial x}{\partial u} \right).
\]  

(1)

\( G(u) = (g_{ij}) \) is the \textbf{Riemannian metric} on \( \mathcal{M} \) induced by the Euclidean metric on \( \mathbb{R}^n \), and can equivalently be regarded as the first fundamental form of \( \mathcal{M} \).

Given any \( v \in \mathbb{R}^n \) with its base situated at \( x \in \mathcal{M} \)—we do not require that \( v \in T_x \mathcal{M} \) here—the linear map \( P : \mathbb{R}^n \to \mathbb{R}^n \), defined by

\[
P = \frac{\partial x}{\partial u} G^{-1}(u) \frac{\partial x}{\partial u}^T,
\]

(2)

where \( \left( \frac{\partial x}{\partial u} \right) \) and \( G^{-1} \) are evaluated at \( u \) corresponding to \( x = x(u) \), then orthogonally projects \( v \) to the tangent space; that is, \( P v \in T_x \mathcal{M} \). If initially \( v \in T_x \mathcal{M} \), then \( P v = v \).

Given any \( v \in \mathbb{R}^n \) with its base situated at \( x \in \mathcal{M} \) as before, the linear mapping \( N : \mathbb{R}^n \to \mathbb{R}^n \) defined by

\[
N = I - P
\]

(3)

then orthogonally projects \( v \) to the normal subspace; that is, \( N v \in T_x \mathcal{M}^\perp \). If initially \( v \in T_x \mathcal{M}^\perp \), then \( N v = v \).

The above formulas are derived in terms of an explicit local coordinate representation \( x = x(u) \) of \( \mathcal{M} \). Manifolds can also be characterized implicitly by an equation of the form \( f(x) = 0 \), where \( f : \mathbb{R}^n \to \mathbb{R}^{n-m} \) is differentiable. If the \((n - m) \times n\) matrix

\[
\frac{\partial f}{\partial x}(x) = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_{n-m}}{\partial x_1} & \cdots & \frac{\partial f_{n-m}}{\partial x_n}
\end{bmatrix}
\]

(4)

is of full rank \( n - m \) at \( x \), then \( x \) is a regular point of \( \mathcal{M} \). An important special case is when \( n = m + 1 \); in this case \( \mathcal{M} \) is said to be a \textbf{hypersurface} in \( \mathbb{R}^n \), characterized by the scalar implicit equation \( f(x_1, \ldots, x_n) = 0 \).

If \( x(t) \) is a curve lying on \( \mathcal{M} \), then differentiating both sides of \( f(x(t)) = 0 \) leads to

\[
\frac{\partial f}{\partial x} \dot{x} = 0.
\]

Since by definition \( \dot{x} \in T_x \mathcal{M} \), it follows that if \( x \) is a regular point, then the \( n - m \) rows of \( (\partial f/\partial x)(x) \) span the normal subspace \( T_x \mathcal{M}^\perp \). For convenience partition \( x = (u, v) \), where \( u \in \mathbb{R}^m \) and \( v \in \mathbb{R}^{n-m} \), and assume that the \((n - m) \times (n - m)\) matrix \( (\partial f/\partial v) \) is invertible at \( x \). Then \( u \) can be regarded as a set of local coordinates for \( \mathcal{M} \). Letting \( x(t) = (u(t), v(t)) \) be some arbitrary differentiable curve on \( \mathcal{M} \) and differentiating both sides of \( f(x(t)) \) leads to

\[
\frac{\partial f}{\partial u} \dot{u} + \frac{\partial f}{\partial v} \dot{v} = 0,
\]

(5)

so that we can write

\[
dv = -\left( \frac{\partial f}{\partial v} \right)^{-1} \frac{\partial f}{\partial u} du.
\]

(6)
The metric $ds^2 = dx_1^2 + \ldots + dx_n^2$ then becomes

$$ds^2 = du_1^2 + \ldots + du_m^2 + dv_1^2 + \ldots + dv_{m-1}^2,$$

where $g_{ij}(u)$ is the $(i, j)$ entry of the following matrix $G(u)$:

$$G(u) = I + \left( \frac{\partial f}{\partial v} \right)^{-1} \left( \frac{\partial f}{\partial u} \right)^T \left( \frac{\partial f}{\partial v} \right)^{-1} \left( \frac{\partial f}{\partial u} \right). \tag{7}$$

2.2. Curvature formulas

Before deriving the principal curvature formulas for multidimensional surfaces, it is instructive to review this notion for two-dimensional surfaces in $\mathbb{R}^3$. Let $u \in \mathbb{R}^2$ denote local coordinates for a surface $S$ embedded in $\mathbb{R}^3$, and $x(u) \in S$ denote a point on the surface. The first fundamental form is then given by

$$G(u) = \frac{\partial x}{\partial u}^T \frac{\partial x}{\partial u}.$$

The two column vectors of $\partial x/\partial u$, denoted

$$\frac{\partial x}{\partial u_1} = \begin{bmatrix} \frac{\partial x_1}{\partial u_1} \\ \frac{\partial x_2}{\partial u_1} \\ \frac{\partial x_3}{\partial u_1} \end{bmatrix}, \quad \frac{\partial x}{\partial u_2} = \begin{bmatrix} \frac{\partial x_1}{\partial u_2} \\ \frac{\partial x_2}{\partial u_2} \\ \frac{\partial x_3}{\partial u_2} \end{bmatrix},$$

are both tangent to $S$. The unit normal to $S$ can be obtained as

$$n = \frac{\frac{\partial x}{\partial u_1} \times \frac{\partial x}{\partial u_2}}{\left\| \frac{\partial x}{\partial u_1} \times \frac{\partial x}{\partial u_2} \right\|}.$$

Now consider an arbitrary curve $x(t)$ lying on $S$. Clearly the tangent vector $\dot{x}$ will always be normal to $n$, i.e., $\langle \dot{x}, n \rangle = 0$, where $\langle \cdot, \cdot \rangle$ denotes the Euclidean inner product in $\mathbb{R}^3$. For curved surfaces $\langle \dot{x}, n \rangle$ is nonzero, and in fact measures the degree to which the surface is curved along $\dot{x}$. Calculating $\langle \dot{x}, n \rangle$ explicitly,

$$\langle \dot{x}, n \rangle = \left( \frac{\partial^2 x}{\partial u_1^2} \right) \dot{u}_1^2 + 2 \left( \frac{\partial^2 x}{\partial u_1 \partial u_2} \right) \dot{u}_1 \dot{u}_2 + \left( \frac{\partial^2 x}{\partial u_2^2} \right) \dot{u}_2^2.$$

$\langle \dot{x}, n \rangle$, which is the projection of $\dot{x}$ in the normal direction $n$, is therefore quadratic in $\dot{u}_1$ and $\dot{u}_2$. The resulting quadratic form is the second fundamental form of the surface, which can also be written

$$\langle \dot{x}, n \rangle \ dt^2 = \sum_{i=1}^{2} \sum_{j=1}^{2} h_{ij}(u) du_i du_j,$$
where

\[ H(u) = \begin{bmatrix} h_{11}(u) & h_{12}(u) \\ h_{21}(u) & h_{22}(u) \end{bmatrix} = \begin{bmatrix} \frac{\partial^2 x}{\partial u_1^2}, n & \frac{\partial^2 x}{\partial u_1 \partial u_2}, n \\ \frac{\partial^2 x}{\partial u_1 \partial u_2}, n & \frac{\partial^2 x}{\partial u_2^2}, n \end{bmatrix}. \]

The principal curvatures and principal directions of the surface are then given by the eigenvalues and eigenvectors of \( G^{-1}H \), respectively. At any given point \( x \) on the surface, the principal directions, recall, indicate the directions of maximum and minimum curvature.

Principal curvatures and directions for multidimensional surfaces can also be defined following more or less the same procedure (with one important difference—the surface normal may not be unique). As before let \( \mathcal{M} \) denote an \( m \)-dimensional surface embedded in \( \mathbb{R}^n \), \( u \in \mathbb{R}^m \) be local coordinates for \( \mathcal{M} \), and \( x(u) \in \mathcal{M} \) a point on \( \mathcal{M} \). Let \( G(u) \) be the induced metric on \( \mathcal{M} \), and \( g_{ij}(u) \) be the \((i, j)\) element of \( G \). Further define

\[ x_{ij} = \frac{\partial^2 x}{\partial u_i \partial u_j} \tag{8} \]

and let \( \langle \cdot, \cdot \rangle \) denote the Euclidean inner product in \( \mathbb{R}^n \). Let \( n \in \mathbb{R}^n \) be a unit normal to \( \mathcal{M} \) at \( x \). The second fundamental form with respect to \( n \), denoted \( Q_n \), is an \( m \times m \) matrix whose \((i, j)\) element is given by \( \langle n, x_{ij} \rangle \). The principal curvatures and directions of \( \mathcal{M} \) are respectively given by the eigenvalues and eigenvectors of \( G^{-1}Q_n \).

Unless \( \mathcal{M} \) is a hypersurface (that is, a surface of dimension \( m \) embedded in \( \mathbb{R}^{m+1} \)), the choice of \( n \) will not be unique. In this case a popular choice is to choose the mean curvature vector, defined as follows:

\[ v = \frac{1}{m} N \sum_{i=1}^{m} \sum_{j=1}^{m} g^{ij} x_{ij}, \tag{9} \]

where \( N \in \mathbb{R}^{n \times n} \) is the orthogonal projection operator to the normal subspace \( T_x \mathcal{M} \) that was defined earlier, and \( g^{ij} \) denotes the \((j, i)\) element of \( G^{-1} \). \( v \) can be interpreted as a (coordinate-invariant) average of the \( x_{ij} \)'s that is projected to \( T_x \mathcal{M} \). Choosing the surface normal \( n \) to be \( v/\|v\| \), the \((i, j)\) element of the second fundamental form \( Q_n \) is given by

\[ \left\langle x_{ij}, \frac{1}{m\|n\|} \sum_{k=1}^{m} \sum_{l=1}^{m} g_{kl} N x_{kl} \right\rangle. \tag{10} \]

The principal curvatures and directions are then given by the eigenvalues and eigenvectors of \( G^{-1}Q_n \).

We end this section by working out the corresponding curvature formulas when the constraint manifold is represented implicitly in the form \( f(x) = 0 \). As before, partition \( x \) into \((u, v)\), \( u \in \mathbb{R}^m \), \( v \in \mathbb{R}^{n-m} \), in such a way that \( \partial f/\partial v \) is invertible. The first fundamental form \( G(u) \) is then given by (7). Note that

\[ \frac{\partial x}{\partial u} = \left[ \begin{array}{c} 1 \\ - \left( \frac{\partial f}{\partial v} \right)^{-1} \frac{\partial f}{\partial u} \end{array} \right], \tag{11} \]
where $I$ is the $m \times m$ identity matrix. Since $\partial x / \partial u_j$ is by definition the $j$-th column of $\partial x / \partial u$, it follows that

$$\frac{\partial^2 x}{\partial u_i \partial u_j} = \left[ \frac{\partial}{\partial u_i} \left( - \frac{\partial f}{\partial v} \right) \right]^{-1} \frac{\partial f}{\partial u_j}.$$

which simplifies to

$$\left[ \left( \frac{\partial f}{\partial v} \right)^{-1} \frac{\partial^2 f}{\partial u_i \partial v} \left( \frac{\partial f}{\partial v} \right)^{-1} \frac{\partial f}{\partial u_r} - \left( \frac{\partial f}{\partial v} \right)^{-1} \frac{\partial^2 f}{\partial u_i \partial u_j} \right]$$

by use of the general matrix identity

$$\frac{d}{dt} A^{-1}(t) = -A^{-1} \left( \frac{d}{dt} A(t) \right) A^{-1}.$$

3. Tangent Bundle RRT Algorithm

3.1. Main steps of algorithm

The basic RRT algorithm introduced in ref. [9] is shown in Algorithm 1. Taking this algorithm as our point of departure, the TB-RRT algorithm is described as an extension of the basic RRT algorithm.

**Algorithm 1 RRT_CONNECT_PLANNER($q_{\text{init}}$, $q_{\text{goal}}$)**

1. Tree$_a$.init($q_{\text{init}}$); Tree$_b$.init($q_{\text{goal}}$)
2. for $k = 1$ to $K$ do
3. $q_{\text{rand}} \leftarrow \text{RANDOM_CONFIG}()$;
4. if not (EXTEND(Tree$_a$, $q_{\text{rand}}$) = Trapped) then
5. if (CONNECT(Tree$_b$, $q_{\text{new}}$) = Trapped) then
6. Return PATH(Tree$_a$, Tree$_b$);
7. end if
8. end if
9. SWAP(Tree$_a$, Tree$_b$);
10. end for
11. Return Failure

The main distinguishing feature of TB-RRT is that branches of exploring trees are constructed on the tangent spaces of the constraint manifold instead of in the configuration space. Assuming that the initial and final configurations, respectively denoted by $q_{\text{init}}$ and $q_{\text{final}}$, are already on the constraint manifold $\mathcal{M}$, and that two tangent spaces to $\mathcal{M}$ have been constructed at $q_{\text{init}}$ and $q_{\text{final}}$, the algorithm proceeds sequentially as follows:

1. Using the selection bias function described in Section 3.7, a tangent space among the existing collection of tangent spaces is first selected.
2. A random node $q_{\text{rand}}$ is generated on the selected tangent space, and the nearest neighbor node $q_{\text{near}}$ lying on the same tangent space is found.
3. The tree is extended from $q_{\text{near}}$ toward $q_{\text{rand}}$. Our RRT methods can be categorically classified as RRT-ExtCon or RRT-ConCon. The only difference between the two modes is in the extension phase, which we describe separately below.

(a) RRT-ExtCon: The tree is extended by a single step of fixed stepsize. Denote this extended node by $q_{\text{new}}$. $q_{\text{new}}$ is tested to see if the inequality constraints are satisfied. If it fails to satisfy the inequality constraints, the node is abandoned. If it satisfies the inequality constraints, then the distance from $q_{\text{new}}$ to the constraint manifold $\mathcal{M}$ is determined. If this distance exceeds a
(a) Generate a random sample node on a tangent space, and extend the tree on the tangent space.

(b) When the distance \( |e| \) from the extended node \( q_{\text{new}} \) to \( \mathcal{M} \) exceeds a multiple prescribed distance \( E_{\mathcal{M}} \), the path on the manifold can be obtained node is projected onto the manifold, by projecting the nodes on the final and a new bounded tangent space is path. Therefore, multiple tangent spaces could be created as the random trees are exploring the constraint manifold.

(c) The final path is extracted through multiple tangent spaces. The actual path on the manifold can be obtained by projecting the nodes on the final path. (see Algorithm 3).

(b) RRT-ConCon: The tree is extended as much as possible until it reaches \( q_{\text{rand}} \). If the extended node fails to satisfy the inequality constraints, the node is abandoned; the last extended node is designated \( q_{\text{new}} \), and the extension phase stops. If the extended node satisfies the inequality constraints, then the distance from \( q_{\text{new}} \) to the constraint manifold \( \mathcal{M} \) is determined. If the distance exceeds a prescribed threshold \( E_{\mathcal{M}} \), then the node is projected onto \( \mathcal{M} \); this projected point is designated \( q_{\text{new}} \), and a new tangent space is created at this new point on \( \mathcal{M} \); the extension phase stops (see Algorithm 4).

4. If there is no extended node, the above procedure is repeated from the selection of an existing tangent space.

5. An attempt is made to connect \( q_{\text{new}} \) with the opposite tree. If successful, a final path has been found and the algorithm terminates.

6. Otherwise, the nearest neighbor node to \( q_{\text{new}} \) on the opposite tree is found, and \( q_{\text{new}} \) is projected onto the tangent space on which this nearest neighbor node lies. The projected point becomes the target node for the opposite tree; that is, we apply the same extension procedure described above to the opposite tree, and determine a corresponding \( q_{\text{new}} \).

7. An attempt is made to connect \( q_{\text{new}} \) with the opposite tree. If successful, a final path has been found and the iteration terminates. Otherwise, the algorithm repeats with the selection of an existing tangent space, random sampling on this tangent space, etc., until the algorithm successfully terminates or exceeds the maximum number of iterations.

8. Once a successful connection is established, the final path through the collection of tangent bundles is extracted, and the nodes of the final path are projected onto the constraint manifold (see Algorithm 8).

The pseudo-code description of the TB-RRT algorithm is given in Algorithm 2 (see Fig. 2). We now discuss details of the key steps of our algorithm.

### 3.2. Projection

Assuming \( \mathcal{M} \) is a surface embedded in some higher dimensional normed Euclidean space, given a configuration \( q \) not on \( \mathcal{M} \), the natural way to compute the distance between \( q \) and \( \mathcal{M} \) is to find the point \( p \in \mathcal{M} \) that minimizes the distance \( \| p - q \| \), where \( \| \cdot \| \) is a suitably chosen norm on the Euclidean space. Because this nonlinear optimization problem is often difficult and computationally intensive, in practice one settles for easily obtained solutions that approximately minimize the distance function. If the constraint manifold is parametrized implicitly as \( f(q) = 0 \), one easily implementable optimization procedure is to define the error vector \( e \) according to

\[
e = f(q),
\]
Algorithm 2 TB-RRT\( (q_{\text{init}}, q_{\text{final}}) \)
\begin{algorithmic}[1]
\State\( \text{Tree}_a, \text{Tree}_b, \text{TangentSpaces}[\]
\State\( \text{Tree}_a.\operatorname{AddVertex}(q_{\text{init}}), \text{Tree}_b.\operatorname{AddVertex}(q_{\text{final}}) \)
\State\( \text{TangentSpaces}.\operatorname{Add}(\text{CreateTangentSpace}(q_{\text{init}})) \)
\State\( \text{TangentSpaces}.\operatorname{Add}(\text{CreateTangentSpace}(q_{\text{final}})) \)
\While{\( i < I_{\text{max}} \)}
\State\( i \leftarrow i + 1 \)
\State\( k \leftarrow \operatorname{SelectTangentSpace()} \)
\State\( \text{Tree}_k \leftarrow \operatorname{FindTree}(k) \)
\State\( \text{Tree}_o \leftarrow \operatorname{FindOppositeTree}(k) \)
\State\( q_{\text{rand}} \leftarrow \operatorname{RandomSampleOnTangentSpace(\text{TangentSpaces}[k])} \)
\State\( q_{\text{near}} \leftarrow \operatorname{FindNearestNodeOnTangentSpace}(k, q_{\text{rand}}) \)
\If{\( q_{\text{new}} \leftarrow \operatorname{Extend}(\text{Tree}_k, q_{\text{near}}, q_{\text{rand}}) \)}
\If{\( \operatorname{Connect}(q_{\text{new}}, \text{Tree}_o) \)}
\State\( \text{Path} \leftarrow \operatorname{ExtractPath()} \)
\State\( \text{return } \operatorname{LazyProjection(\text{Path})} \)
\Else
\State\( \text{goto } 5 \)
\EndIf
\Else
\State\( q_{\text{near}} \leftarrow \operatorname{FindNearestNodeOnTree}(\text{Tree}_o, q_{\text{new}}) \)
\State\( q_{\text{new}} \leftarrow \operatorname{ProjectOntoTangentSpace}(q_{\text{new}}, q_{\text{near}}) \)
\If{\( q_{\text{new}} \leftarrow \operatorname{Extend}(\text{Tree}_o, q_{\text{near}}, q_{\text{new}}) \)}
\If{\( \operatorname{Connect}(q_{\text{new}}, \text{Tree}_k) \)}
\State\( \text{Path} \leftarrow \operatorname{ExtractPath()} \)
\State\( \text{return } \operatorname{LazyProjection(\text{Path})} \)
\Else
\State\( \text{goto } 5 \)
\EndIf
\Else
\State\( \text{goto } 5 \)
\EndIf
\EndIf
\EndWhile
\State\( \text{return NULL} \)
\end{algorithmic}

Algorithm 3 Extend\( (\text{Tree}, q_{\text{near}}, q_{\text{target}}) \) \( \text{(RRT-ExtCon)} \)
\begin{algorithmic}[1]
\State\( q_{\text{new}} \leftarrow \operatorname{ExtendOneStep}(q_{\text{near}}, q_{\text{target}}) \)
\If{\( \operatorname{CollisionOccur}(q_{\text{new}}) \)}
\State\( \text{return NULL} \)
\Else
\If{\( \| f(q_{\text{new}}) \| > E_{\lambda} \)}
\If{\( \operatorname{ProjectionNewtonRaphson}(q_{\text{new}}) \)}
\State\( \text{TangentSpaces}.\operatorname{Add}(\text{CreateTangentSpace}(q_{\text{new}})) \)
\Else
\State\( \text{return NULL} \)
\EndIf
\EndIf
\EndIf
\State\( \text{Tree}.\operatorname{AddVertex}(q_{\text{new}}), \text{Tree}.\operatorname{AddEdge}(q_{\text{near}}, q_{\text{new}}) \)
\State\( \text{return } q_{\text{new}} \)
\end{algorithmic}

\[ e + \delta e \simeq f(q) + \frac{\partial f}{\partial q}(q) \delta q. \] \hspace{1cm} (13)
**Algorithm 4** Extend(Tree, $q_{near}$, $q_{target}$) *(RRT-ConCon)*

1: $q_{new} \leftarrow NULL$, $q_{old} \leftarrow q_{near}$
2: while ($q_{new} \neq q_{target}$) do
3: $q_r \leftarrow$ ExtendOneStep($q_{old}$, $q_{target}$)
4: if CollisionOccur($q_r$) then
5: return $q_{new}$
6: end if
7: if $\|f(q_r)\| > E_M$ then
8: if ProjectionNewtonRaphson($q_r$) then
9: Tree.AddVertex($q_r$), Tree.AddEdge($q_{old}$, $q_r$)
10: TangentSpaces.Add(CreateTangentSpace($q_r$))
11: return $q_r$
12: else
13: return $q_{new}$
14: end if
15: end if
16: $q_{new} \leftarrow q_r$
17: Tree.AddVertex($q_{new}$), Tree.AddEdge($q_{old}$, $q_{new}$)
18: $q_{old} \leftarrow q_{new}$
19: end while
20: return $q_{new}$

**Algorithm 5** ExtendOneStep($q$, $q_{target}$)

1: $q_{ext} \leftarrow q + \min(\Delta s, \|q_{target} - q\|) \frac{(q_{target} - q)}{\|q_{target} - q\|}$
2: return $q_{ext}$

Here we denote the Jacobian matrix $\frac{\partial f}{\partial q}$ by $J(q)$. Setting the right-hand side of (13) to zero and solving for $\delta q$, we obtain the update rule

$$q_{new} \leftarrow q - J(q)^\dagger \delta e,$$  \hspace{1cm} (14)

where $J(q)^\dagger$ denotes the pseudo-inverse of $J(q)$:

$$J(q)^\dagger = J(q)^T [J(q)J(q)^T]^{-1}.$$  \hspace{1cm} (15)

The projection matrix $P(q)$, evaluated as in (2), is used to project a node onto the tangent space (see Algorithm 7). We remark that the projection occurs only for (i) the root nodes of tangent spaces and (ii) the nodes of the final path.

**Algorithm 6** ProjectionNewtonRaphson($q$)

1: while $j < J_{\text{max}}$ do
2: $j \leftarrow j + 1$
3: $e \leftarrow f(q)$
4: if $\|e\| < \varepsilon$ then
5: return $q$
6: end if
7: $q \leftarrow q - J(q)^\dagger e$
8: end while
9: return NULL
Algorithm 7 ProjectionOntoTangentSpace($q$, $q_a$)

1: $P \leftarrow \text{GetProjectionMatrix}(q_a)$
2: $q_p \leftarrow q_a + P(q - q_a)$
3: return $q_p$

Algorithm 8 LazyProjection(Path)

1: for $i = 1, \text{Path.size}$ do
2: Path.node[$i$] $\leftarrow$ ProjectionNewtonRaphson(Path.node[$i$])
3: end for
4: return Path

3.3. Random Sampling on Tangent Spaces

Let $\{b_1, \ldots, b_m\}$ be a basis for the tangent space at a root node $q_{\text{root}}$ to $\mathcal{M}$. For each $b_i \in \mathbb{R}^n$ we assign a scalar value $r_i \in \mathbb{R}$ to define the range over which the random number is generated. A random sample $q_{\text{rand}}$ on the tangent space can then be generated straightforwardly as

$$q_{\text{rand}} = q_{\text{root}} + \sum_{i=1}^{m} u_i b_i$$

(16)

where $u_i \in \mathbb{R}$ denotes a random number generated in the range $(-r_i, r_i)$.

3.4. Tangent Space Basis and Boundaries

A basis for each tangent space, as well as its boundaries—recall that our tangent spaces have boundaries—can be obtained in a number of ways. One effective way uses the local curvature information of the constraint manifold. The basic premise is that at root nodes where the principal curvatures are nearly zero, the manifold is nearly flat along the corresponding principal directions, and the tangent space can be extended further along such directions without deviating significantly from the manifold. Conversely, when the principal curvatures are relatively large, the manifold is more highly curved along these corresponding principal directions; it is thus reasonable to restrict the boundary of the tangent space along these directions to minimize the deviation of the tangent space from the manifold.

The first order of business is to compute the principal curvatures and directions as introduced in Section 2: given a basis matrix $\frac{\partial x}{\partial u} \in \mathbb{R}^{n \times m}$ defined in (11), the second fundamental form $Q_n$ can be evaluated as in (9) and (10). Denote the eigenvalues and eigenvectors of $Q_n$ by, respectively, $c_i \in \mathbb{R}$ and $d_i \in \mathbb{R}^m$ for $i = 1, \ldots, m$. The principal basis for random sampling purposes can then be computed as

$$b_i = \frac{\partial x}{\partial u} d_i.$$  

(17)

Note that $c_i$ represents the (squared) principal curvatures in the principal direction $b_i$. To bound the tangent spaces we adopt the following set of rules. First, for each principal direction $b_i$, the bound $r_i$ is computed as

$$r_i = \sqrt{2\rho E_M - E_M^2}$$

(18)

where $\rho$ is determined from the following procedure:

- Initialize $\rho = \frac{1}{\sqrt{c_i}}$;
- If ($\rho < \rho_{\text{min}}$) then $\rho = \rho_{\text{min}}$;
- Else if ($\rho > \rho_{\text{max}}$) then $\rho = \rho_{\text{max}}$;
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where \( \rho_{\text{min}} \) and \( \rho_{\text{max}} \) are defined as

\[
\rho_{\text{min}} = \frac{(\text{stepsize})^2 + E_M^2}{2E_M}, \quad \rho_{\text{max}} = \frac{(q_{\text{final}} - q_{\text{init}})^2 + E_M^2}{2E_M}. \tag{19}
\]

The choice of Eq. (18) is motivated from our assumption that the manifold is locally circular (with curvature \( \sqrt{\kappa_i} \)) in each of the principal directions. \( r_i \) is determined so that the perpendicular distance from the manifold becomes the prescribed distance \( E_M \) for the point at the distance \( r_i \) from the root node in the principal direction (see Fig. 3). By the above rules with the choices of \( \rho_{\text{min}} \) and \( \rho_{\text{max}} \) as in (19), we limit the range of \( r_i \); the minimum value of \( r_i \) is assured of being no smaller than the basic stepsize in the RRT extension step, while the maximum value of \( r_i \) cannot exceed the distance between the initial and final nodes. Note that the basis and bound need to be computed only once for each root node. Once the principal basis and the bounds are determined as above, random sampling on the tangent space can be done as in (16).

3.5. Creating a new tangent space

When the distance from the extended node \( q_{\text{new}} \) to \( \mathcal{M} \) exceeds a certain threshold, denoted \( E_M \), the tangent space no longer approximates \( \mathcal{M} \) with the desired accuracy. In such cases we project the extended node onto \( \mathcal{M} \) using our previously described projection algorithm 6, and treat the projected point as a new root node for a new tangent space. For each tangent space generated we store the index of the root node, the projection matrix \( P \), the principal basis, and the bounds as evaluated in (17) and (18).

When a new tangent space is created, it is important to ensure that the new tangent space not overlap significantly with the same area of \( \mathcal{M} \) covered by the parent tangent space. To prevent such overlapping, we adopt the following two procedures.

3.5.1. Preventing backtracking on tangent spaces. We compute the vector from the root node of the parent tangent space to the projected node that will be the new root node; let the projection of this vector onto the new tangent space be denoted by \( d_1 \). In the random sampling phase, we only use a tangent half-space to ensure that we do not “backtrack” to already explored regions of \( \mathcal{M} \); when the inner product of the random vector on the tangent space \( \sum_{i=1}^{m} w_i b_i \) in (16) and \( d_1 \) is negative, we invert the direction of \( \sum_{i=1}^{m} w_i b_i \).

3.5.2. Preventing overlapping tangent spaces. If the root nodes of two tangent spaces are close to each other, the tangent spaces will then tend to overlap each other. To reduce the probability of this happening, we discard random samples if their nearest neighbor nodes have been projected (and declared to be a root node of a new tangent space) or are parent nodes of a projected node.

3.6. Dynamic domain sizing of tangent space

As pointed out in Yershova et al., balancing the amount of refinement and expansion is particularly important in determining the performance of RRT algorithms. Our approach is similar to the algorithm introduced in ref. [19] in the way that (i) the searching domain is incrementally enlarged as the trees are expanded to unexplored areas of the configuration space and (ii) the balancing between the
exploration and the refinement is controlled by a certain parameter—in ref. [19] the dynamic domain
radius determines the balance, while in our algorithm the size of the tangent space domain does. In
our algorithm, the size of the tangent space domain is determined from the prescribed error threshold
$E_M$ and local curvature information as derived in (18). It is entirely possible that the constraint
manifold may deviate considerably from what is predicted by local curvature. To be probabilistically
complete, the algorithm must ensure that new tangent spaces are created to cover unexplored regions
of the constraint manifold.

To address these and other issues, we adopt the method of Jaillet et al. on adaptively tuning the
sampling domain. If the tangent space domain is not large enough for the branches of the trees to
spread out to unexplored regions—more specifically, if further extension to the exterior regions cannot
be made on the tangent space, or creating a new tangent space is not possible—the tangent space
domain should then be enlarged. If on the other hand the tangent space domain is excessively large
for the purposes of approximating the constraint manifold, the domain should then be made smaller.
The tangent space domain can be modified during the iteration of the algorithm by appropriately
balancing these two opposing features. Algorithm 9 provides an example of our dynamic domain
function by adopting the following rules:

- If the new extended node in the exterior of the tangent space is not projected, the tangent space
domain is enlarged by a certain ratio (1.2 for the purposes of this paper).
- If the new extended node near the root node of the tangent space needs to be projected, the tangent
space domain is decreased by a certain ratio (0.8 for the purposes of this paper).

**Algorithm 9 DynamicDomain($q_{new}$, TangentSpace)**

1: $q_{new} \leftarrow q_{new}, q_{root} \leftarrow$ TangentSpace.$q_{root}$
2: dist1 $\leftarrow \|q_{new} - q_{root}\|$  
3: dist2 $\leftarrow \|\text{TangentSpace.domain}\|$  
4: if $q_{new}$ is projected then
5: if dist1 > 0.9 * dist2 then
6: TangentSpace.domain $\leftarrow$ 1.2 * TangentSpace.domain
7: end if
8: else if dist1 < 0.4 * dist2 then
9: TangentSpace.domain $\leftarrow$ 0.8 * TangentSpace.domain
10: end if
11: return TangentSpace

3.7. Selection bias for tangent spaces
The trees generated by the TB-RRT algorithm consist of multiple tangent spaces and branch nodes,
such that every extended node belongs to one of the two trees (one emanating from the start node,
one from the goal node—recall that our algorithm is also bidirectional), and also to one of the tangent
spaces. When nodes are randomly sampled, we first need to choose a tangent space among all of
the tangent spaces created.

One possible criterion for biasing the random selection of tangent spaces is to use the local
curvature information of $M$. Recall that the greater the extrinsic curvature, the greater the error in
approximating the constraint manifold by the tangent space. Tangent spaces attached at points with
lower curvature can therefore be favored over those attached to points with higher curvature. In
particular, if one wants to uniformly sample over the entire tangent space, the absolute value of the
Gaussian curvature, given by the determinant of the second fundamental form, can be used as a bias
factor since the area of the sampling domain is set to be proportional to this value.

Since the entire sampling domain grows as new tangent spaces are created during the iteration,
one can add another heuristic bias to favor newly discovered areas (new tangent spaces) over an area
that has been sufficiently explored. One means of ensuring that recently created tangent spaces are
selected more often is to use the number of nodes that belong to the tangent space as a selection
criterion. That is, if a certain tangent space has fewer nodes than the others, we give it a greater chance
of being selected. This heuristic can help balance the distribution of the RRT nodes over the entire collection of tangent spaces.

3.8. Connection test
As mentioned earlier, the TB-RRT algorithm is, like, bidirectional in the sense that two trees—one each emanating from the initial and goal nodes—are simultaneously generated. When the algorithm tries to connect between the extended node and the nearest node on the opposite tree, the inner products are first evaluated between the connecting line vector and the rows of $J(q)$ (recall that the rows of $J(q)$ are orthogonal to the surface); if the inner products are sufficiently close to zero at both ends, the connecting segment is deemed to be sufficiently close to the tangent spaces. In this case uniformly spaced points along the connecting segment are tested to see if the inequality constraints are satisfied. If at any of these points the constraints are violated, or the error $\|e\|$ exceeds the prescribed threshold, no connection is established.

4. A Simple Variation of TB-RRT
We now present a simple variation of the TB-RRT algorithm, in which the random sampling is performed in the ambient configuration space instead of on the tangent spaces to the constraint manifold. As before assume that the given $q_{ini}$ and $q_{fin}$ are already on the configuration space $\mathcal{M}$, and that two tangent spaces to $\mathcal{M}$ have been constructed at $q_{ini}$ and $q_{fin}$. Starting with $q_{ini}$ and $q_{fin}$ as the root nodes, two trees are then grown on the tangent spaces via the TB-RRT algorithm shown in Algorithm 10:

1. A random sample node $q_{rand}$ is first generated on the configuration space. Given $q_{rand}$, we find the nearest neighbor node $q_{near}$ from the first tree with $q_{ini}$ as its root node. We then iteratively extend the tree a fixed distance from $q_{near}$ in the direction of $q_{rand}$. This simplified version can also be classified as RRT-ExtCon or RRT-ConCon. The two different extension phase algorithms are described in Algorithms 11 and 12.

2. For each iteration of the node extension, the new node generated is projected onto the tangent space on which the nearest neighbor node lies. The extended node $q_{new}$ is then tested to see if the inequality constraints are satisfied.

3. For every extended node $q_{new}$, we evaluate the distance from $q_{new}$ to the constraint manifold $\mathcal{M}$. If the distance exceeds a certain threshold, the node is projected onto $\mathcal{M}$, and a new tangent space is created at the projected node (see Fig. 4). In the simplified TB-RRT algorithm only the index of each tangent space root node and the projection matrix $P(q_{root}) \in \mathbb{R}^{n \times n}$ are evaluated and stored; the tangent space basis is no longer necessary. The extension of the tree is continued until the extended node fails to satisfy the inequality conditions, or the tree can no longer be extended toward $q_{rand}$.

4. If the extension from the first tree ends, an attempt is made to connect $q_{new}$ with the opposite tree. If successful, a final path has been found and the algorithm terminates. Otherwise, the nearest neighbor node on the other tree is found to the the final extended node of the first tree. The same extension algorithm is applied to the other tree, and another attempt is made to connect $q_{new}$ with the first tree.

5. The algorithm repeats the above process with swapping the trees until it successfully terminates or exceeds the maximum number of iterations.

6. After the final path is determined through the collection of tangent bundles, the nodes on the final path are projected onto the constraint manifold (see Algorithm 8).

5. Case Studies
We provide three sets of numerical experiments using both the main and simplified versions of the TB-RRT algorithm. The case studies are evaluated on a PC with a 2.93GHz Inter(R) core(TM) i7 quad processor and 4.0GB RAM. The MPNNN algorithm of Yershova et al. is used to find the nearest neighbor nodes. Our results are compared with the CBiRRT algorithm. In terms of the classification defined by LaValle and Kuffner, the CBiRRT algorithm as originally formulated is classified as
Algorithm 10 TB-RRT-Simple(q\text{init}, q\text{final})

1: Tree\textsubscript{a}, Tree\textsubscript{b}, TangentSpaces[]
2: \text{Tree}\textsubscript{a}.AddVertex(q\text{init}), Tree\textsubscript{b}.AddVertex(q\text{final})
3: TangentSpaces.Add(CreateTangentSpace(q\text{init}))
4: TangentSpaces.Add(CreateTangentSpace(q\text{final}))
5: while \(i < I_{\text{max}}\) do
6: \(i \leftarrow i + 1\)
7:  \(q\text{rand} \leftarrow \text{RandomSampling()}\)
8:  \(q\text{near} \leftarrow \text{FindNearestNodeOnTree(Tree}_a, q\text{rand})\)
9:  if \(q\text{new} \leftarrow \text{ExtendSimple(Tree}_a, q\text{near}, q\text{rand})\) then
10:     if Connect(\(q\text{new}, \text{Tree}_b\) then
11:         Path \leftarrow \text{ExtractPath()}\)
12:         return LazyProjection(Path)
13:     end if
14: else
15:     \(q\text{new} \leftarrow q\text{near}\)
16: end if
17:  \(q\text{near} \leftarrow \text{FindNearestNodeOnTree(Tree}_b, q\text{new})\)
18:  if \(q\text{new} \leftarrow \text{ExtendSimple(Tree}_b, q\text{near}, q\text{new})\) then
19:     if Connect(\(q\text{new}, \text{Tree}_a\) then
20:         Path \leftarrow \text{ExtractPath()}\)
21:         return LazyProjection(Path)
22:     end if
23: end if
24: Swap(Tree\textsubscript{a}, Tree\textsubscript{b})
25: end while
26: return NULL

Algorithm 11 ExtendSimple(Tree, q\text{near}, q\text{target}) (RRT-ExtCon)

1: \(q\text{new} \leftarrow \text{ExtendOneStep}(q\text{near}, q\text{target})\)
2: \(q\text{new} \leftarrow \text{ProjectOntoTangentSpace}(q\text{new}, q\text{near})\)
3: if CollisionOccur(\(q\text{new}\)) then
4:     return NULL
5: end if
6: if \(\|f(q\text{new})\| > E_M\) then
7:     if ProjectionNewtonRaphson(\(q\text{new}\)) then
8:         TangentSpaces.Add(CreateTangentSpace(\(q\text{new}\)))
9:     else
10:         return NULL
11:     end if
12: end if
13: Tree.AddVertex(\(q\text{new}\), Tree.AddEdge(\(q\text{old}, q\text{new}\)
14: return \(q\text{new}\)

RRT-ConCon. For comparison purposes, we implement both RRT-ExtCon and RRT-ConCon modes for the CBI-RRT algorithm.

A parameter that critically affects the performance of any RRT algorithm is the stepsize: an excessively large stepsize may cause low motion resolution and eventually failure, while an excessively small stepsize consumes a considerable amount of computing resource in the extension phase. Ideally the choice of stepsize should take into account the volume of the configuration space while achieving the desired level of motion resolution. For the general class of problems considered in this paper a stepsize on the order of \(10^{-2} \sim 10^{-3}\) seems to be appropriate, and for our subsequent experiments the stepsize is fixed to 0.05. The \(\varepsilon\) appearing in Algorithm 6 denotes the allowed
Algorithm 12 ExtendSimple(Tree, q\textsubscript{near}, q\textsubscript{target}) (RRT-ConCon)

1: q\textsubscript{new} ← NULL, q\textsubscript{old} ← q\textsubscript{near}
2: while (true) do
3: q\textsubscript{rand} ← ExtendOneStep(q\textsubscript{old}, q\textsubscript{target})
4: q\textsubscript{rand} ← ProjectOntoTangentSpace(q\textsubscript{rand}, q\textsubscript{old})
5: if CollisionOccur(q\textsubscript{rand}) then
6: return q\textsubscript{new}
7: end if
8: if ∥f(q\textsubscript{rand})∥ > E\textsubscript{M} then
9: if ProjectionNewtonRaphson(q\textsubscript{rand}) then
10: TangentSpaces.Add(CreateTangentSpace(q\textsubscript{rand}))
11: else
12: return q\textsubscript{new}
13: end if
14: end if
15: if ∥q\textsubscript{target} − q\textsubscript{rand}∥ > ∥q\textsubscript{target} − q\textsubscript{old}∥ then
16: return q\textsubscript{new}
17: end if
18: q\textsubscript{new} ← q\textsubscript{rand}
19: Tree.AddVertex(q\textsubscript{new}), Tree.AddEdge(q\textsubscript{old}, q\textsubscript{new})
20: q\textsubscript{old} ← q\textsubscript{new}
21: end while
22: return q\textsubscript{new}

Fig. 4. Illustration of the Simplified TB-RRT algorithm.

(a) Extend the tree on the nearest tangent space as far as possible toward \( \text{q}_\text{rand} \).
(b) Project the node and generate a new tangent space when the distance exceeds \( E_M \).
(c) The extension of the branch can be stopped in the event of collisions or constraint violations.

Numerical error for projecting a node onto the manifold; for our subsequent experiments, \( \varepsilon \) is fixed to \( 10^{-5} \) for all the algorithms.

We also introduce another user-specified parameter that influences algorithm performance, the error constraint threshold \( E_M \). This parameter is used for the purposes of comparing with the norm of the constraint error, and we can deduce a range for this parameter via a physical interpretation of the constraint equations. For our experiments we use varying values of \( E_M \) for comparison purposes. In each of our case studies, the initial and final configurations of the robots are given, and all experimental results are reported as the average of 100 trials performed with different random seeds.

5.1. Planning on a torus

We first consider a planning problem on a two-dimensional torus embedded in three-dimensional ambient space (see Fig. 5). The one-dimensional constraint equation is simply \( f(x_1, x_2, x_3) = (R - \sqrt{x_1^2 + x_2^2})^2 + x_3^2 - r^2 = 0 \), where the radii \( R \) and \( r \) are set to 1.0 and 0.5, respectively. Given the constraint equation, the lowest value of \( f(x_1, x_2, x_3) \) is \(-0.25\) when the configurations lie on the inner circle of \( x_1^2 + x_2^2 + x_3^2 = 1.0 \). From this we can deduce that \( E_M \) needs to be specified lower than 0.25. We use three sets of \( E_M \) values (0.1, 0.15 and 0.2) for each of the experiments (see Table I).
For the TB-RRT algorithm, the number of projections to the constraint manifold is approximately equal to the sum of the tangent spaces and the nodes in the final path, whereas in the CBiRRT algorithm, it is approximately equal to the total number of nodes. In the RRT-ConCon mode experiments, the full version of the TB-RRT algorithm consumes less time than the CBiRRT algorithm. Also, as $E_M$ is increased, fewer projections occur, reducing the overall computation time. When $E_M$ is set to be 0.1 and 0.15, even though the full TB-RRT algorithm involves considerably fewer projections to the constraint manifold, the overall computation time is greater. We speculate that the likely reason can be traced to the curvature computations, which for the torus problem offer little if any benefit for the additional computational effort.

However, when $E_M$ is set to be 0.2 (which is still lower than the allowed margin), the computational performance of the full version of the TB-RRT algorithm is considerably better than that of the CBiRRT algorithm. For this structurally simple problem, the most basic version of the TB-RRT algorithm consumes less time overall than the other algorithms. We also find that the error threshold parameter affects the number of tangent spaces created during runtime execution of the algorithm, but that overall it has minimal effect on the algorithm’s total computation time for the simple version of the TB-RRT algorithm. For this rather simple constraint manifold, random sampling on tangent spaces does not provide much advantage in exploring the constraint manifold over random sampling on the ambient configuration space. The advantages of curvature-based local exploration are greatest for complex manifolds with nonuniform curvatures.

To evaluate the effect of the strategies introduced in Sections 3.5.1 and 3.5.2, we perform experiments with the same setup, but without applying these strategies in the full version of the TB-RRT algorithm (see Table II). The number of iterations, total nodes and tangent spaces are all significantly increased when the strategies are not applied, as are the computational times.

### 5.2. Planar eight-bar linkage

In the next example we consider a planar eight-bar linkage with a single loop constraint as illustrated in Fig. 6. The tool tip is attached to the fourth link of the system. The loop closure constraint equation...
Table II. Torus Problem (without the strategies).

<table>
<thead>
<tr>
<th></th>
<th>TB-RRT (full version)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ConCon</td>
<td>ExtCon</td>
</tr>
<tr>
<td>$E_M$</td>
<td>0.1</td>
<td>0.15</td>
</tr>
<tr>
<td>Iteration</td>
<td>702</td>
<td>646</td>
</tr>
<tr>
<td>Total nodes</td>
<td>3245</td>
<td>3530</td>
</tr>
<tr>
<td>Tangent spaces</td>
<td>194</td>
<td>178</td>
</tr>
<tr>
<td>Final path length</td>
<td>141</td>
<td>156</td>
</tr>
<tr>
<td>Time (msec)</td>
<td>51</td>
<td>49</td>
</tr>
</tbody>
</table>

Fig. 6. Planar eight-bar linkage: the object grasped by the end-effector is trapped by the side obstacles in the initial and final configurations.

is of the form

$$f(q) = \begin{pmatrix} \theta_e \\ x_e \\ y_e \end{pmatrix}$$

(20)

where $\theta_e$ denotes the orientation of the frame of the last link and $(x_e, y_e)$ the Cartesian position, $q \in \mathbb{R}^8$ denotes the joint coordinates, and $f : \mathbb{R}^8 \rightarrow \mathbb{R}^3$ is the forward kinematics mapping of the last link. The planar eight-bar linkage has a configuration space that can be regarded as a five-dimensional surface embedded in $\mathbb{R}^8$ (more accurately, a three-dimensional surface embedded in an eight-dimensional flat torus $T^8$). In this example, each of the link lengths are set to $0.3 \text{m}$, and the end-effector is assumed to grasp a rectangle of size $0.15 \times 0.4 \text{m}$ (see Fig. 6). Based on the workspace size and the nature of the constraint equations, we use three sets of $E_M$ values (0.01, 0.03 and 0.05) for each experiment (see Table III). The box-shaped obstacles impose inequality constraints on the feasible configuration space. In the initial and final configurations of this example, the manipulators are surrounded by obstacles as shown in Figs. 6(a) and 6(b). Such a placement of obstacles causes the configuration space to have the shape of a “bug trap”. In such cases, the size of the sampling domain becomes more critical to algorithm performance.

For this example, the full version of TB-RRT takes considerably less time overall than both the CBiRRT or the simplified version of TB-RRT (with the exception of the RRT-ConCon case for $E_M = 0.01$, see Table III).

5.3. Two cooperating KUKA arms

In the third example we consider two six-DOF KUKA manipulators assigned with the task of moving a cylindrical bar in three-dimensional space. The manipulator’s end-effectors are assumed to rigidly hold the opposite ends of the cylindrical bar. Each robot is about 2 meters in height, and the workspace size is also approximately one cubic meter (see Fig. 7). The dimension of the configuration space is twelve $(6 + 6)$, and subject to a six-dimensional kinematic loop constraint. The kinematic closure
The closed-form constraint equations $F : \mathbb{R}^{12} \rightarrow SE(3)$ can be defined as

$$F(q) = h_1(q_1)^{-1} h_2(q_2) = I,$$

where $q = (q_1, q_2)$ denotes the coordinates of the total configuration space. The matrix form of the left differentiation $F^{-1} \frac{dF(q)}{dq}$ can then be considered as the constraint Jacobian defined in Eq. (4). The analytic form of Eqs. (7) and (8) for this constraint equation can be found in ref. [25].

For our case studies we use the set of $E_M$ values 0.01, 0.03, and 0.05 for each of the experiments (see Tables IV and V). The performance of the simple and the full versions of the TB-RRT algorithm are not that different from the perspective of computational time, but do differ in the number of tangent spaces and nodes created. Compared to the RRT-ConCon algorithm, the CBiRRT algorithm requires fewer iterations and number of nodes than either version of TB-RRT, but still takes more time. The likely reason is that the TB-RRT algorithms project only the root nodes of the tangent spaces and the nodes in the final path, whereas the CBiRRT algorithm projects every extended node onto the constraint manifold.

We now compare the performance of the TB-RRT algorithm with the AtlasRRT algorithm. In ref. [24] the example of two cooperating manipulator arms is given, but without any obstacles in the environment, and for comparison purposes we also apply the TB-RRT algorithm under the same set of conditions (see Table V). Applying the AtlasRRT algorithm, the number of charts (20) and
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Fig. 7. Two cooperating KUKA manipulators: the transparent gray boxes are workspace obstacles. The two KUKA arms must hold the cylinder bar together while avoiding the obstacles.

Table IV. Two Cooperating KUKA manipulators.

<table>
<thead>
<tr>
<th></th>
<th>TB-RRT (full version)</th>
<th></th>
<th>TB-RRT (simple version)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ConCon</td>
<td>ExtCon</td>
<td>ConCon</td>
<td>ExtCon</td>
</tr>
<tr>
<td>$E_M$</td>
<td>0.1 0.15</td>
<td>0.2 0.15</td>
<td>0.2 0.15</td>
<td>0.2 0.15</td>
</tr>
<tr>
<td>Iteration</td>
<td>395 566 985 1144 945</td>
<td></td>
<td>1043 490 519 268 808 835 972</td>
<td></td>
</tr>
<tr>
<td>Total nodes</td>
<td>3495 3917 5304 1195 1022</td>
<td></td>
<td>1061 948 910 1035 732 761 779</td>
<td></td>
</tr>
<tr>
<td>Tangent spaces</td>
<td>60 52 57 15 12</td>
<td></td>
<td>11 38 25 22 49 70 84</td>
<td></td>
</tr>
<tr>
<td>Final path length</td>
<td>411 415 429 294 280</td>
<td></td>
<td>284 313 297 290 239 241 239</td>
<td></td>
</tr>
<tr>
<td>Time (msec)</td>
<td>199 231 324 144 115</td>
<td></td>
<td>122 160 173 260 127 114 158</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>CBiRRT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ConCon</td>
</tr>
<tr>
<td>Iteration</td>
<td>269 1033</td>
</tr>
<tr>
<td>Total nodes</td>
<td>1310 985</td>
</tr>
<tr>
<td>Final path length</td>
<td>368 399</td>
</tr>
<tr>
<td>Time (msec)</td>
<td>386 607</td>
</tr>
</tbody>
</table>

the total number of nodes in the final path (366) is of the same order as for the TB-RRT algorithm (approximately 20~30 tangent spaces and 300~500 nodes depending on the particular version of TB-RRT). These numbers lead us to conjecture that the resulting paths obtained by TB-RRT and AtlasRRT should in most cases be qualitatively similar. An examination of the computation times is illuminating, however. Although a precise comparison is not possible due to differences in implementation and hardware (although any differences in hardware performance specifications seem to be minor), in terms of computational times the TB-RRT algorithm is more efficient by nearly three orders of magnitude: whereas it takes 14.24 seconds with the AtlasRRT algorithm, the TB-RRT algorithm consumes only 70 milliseconds in the worst case. The need to compute volume intersections in the
6. Conclusion

This paper has presented a new randomized algorithm for task constrained motion planning, the TB-RRT algorithm (and a simpler variant). Unlike existing RRT algorithms for constrained motion planning, the distinguishing feature of the TB-RRT algorithm is that RRTs are constructed in the tangent spaces of the constraint manifold, and projected to the manifold only when the newly sampled nodes exceed a certain threshold distance. Our method can be contrasted with existing approaches that randomly sample in the configuration space, and project every sample back to the constraint manifold; such a procedure can result in nodes that only extend the tree minimally, possibly revisiting previously explored directions.

Extensive numerical studies with our algorithm suggest that even with the increased complexity and bookkeeping, it is in general more reliable and computationally efficient than existing algorithms. The performance advantages of TB-RRT appear to increase with the complexity of the planning problem (e.g., increasing problem dimension number of constraints and obstacles). Using local curvature information to bound the tangent space domains also seems to be quite helpful in the case studies we have examined.

The algorithm relies on a number of heuristic techniques in, e.g., selecting tangent spaces, preventing backtracking, and creating tangent spaces that are spaced sufficiently apart, and these techniques can be refined depending on the features of the motion planning problem. More effective methods for exploiting local curvature information about the constraint manifold, as well as finding ways to include, e.g., dynamics, nonholonomic constraints, and other physical constraints into the planning framework, are the subject of future work.

In this paper our focus has been on the case when the configuration space is defined by a single constraint manifold of fixed dimension $m$. It is relatively straightforward to extend to the case in which the configuration space consists of several constraint manifolds of different dimension. Each time a new node is created, the constraint equations are checked; if the dimension of the equality constraint ($m$) is changed, the node is projected back to the constraint manifold, and a new tangent space of dimension $n-m$ is created. This node point can be considered to be on the intersection of the two different manifolds. If the equality constraint vanishes ($m = 0$), then this implies a full-dimensional manifold, i.e., the constraint manifold now becomes a volume within the ambient Euclidean space, and in this case the domain size is set to the prescribed maximum value.

Finally, in certain constrained planning problems for kinematically redundant robots, a task space trajectory is sometimes specified a priori. Berenson et al. develop an extension of their CBiRRT algorithm in which the task space trajectory is segmented by segmented points and an RRT constructed

AtlasRRT algorithm likely accounts for the large discrepancy in computation times with the TB-RRT algorithm.
on the foliation. We expect that TB-RRT can also be extended in this way to address the planning of constrained motions when task space trajectories are prescribed.
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